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Abstract

Legal and statistical 1§sues associated with the userofl
multiple regression models in faculty discrimination cases in
higher education are'presented in this paper. Faculty salary
models as a function of gender, rank, tenure status, race,
academic discipline, and age variables are analyzed in a
longitudinal study covering three years (1982-84) at the
University of Northern Colorado (UNC). Dec11n1n§ student
enrollment during the period saw the size of the faculty drop from
a high of 492 1n 1982 to a low of 380 1n 1984, Rasults of the
exploratory data analysis indicate declining roles for gender,
race and age variables in explaining salary differences. While
the contribution of academic discipiine variables in the
regression models was statistically significant, results seem
consistent with 1n§t1tutional salary policies which were in effect

at each point in time.
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Introduction

Given the increasing frequency of litigation on matters bf
discrimination with regard to salaries in higher education, the
courts are faced with statisticalbevidence that support and refute
claims of discrimination at an ever increasing magnitude and
complexity. The claims of di;crimination are made on the basis of
race, gender and age factors.

Within the past ten years, multiple regression techniq'ues
have become popular in litigation on discrimination. Two recent
articles support the use of multiple regression techniques in
judicial studies of race and sex discrimination, (Finkelstein,
1980; Fisher, 1980). Both researchers {dentify several concerns
which must be addressed.

Finkelstein discusses the problems associated with the use of
vtainted" variables. Predictor variables specified to reflect
productivity are often affected by discriminatory practice
themselves. For example, when using the varfables of tenure
status and rank to predict salarfes, discrimination might also be
present in tenure and promotion decisions (Finkelstein, 1980),
thus the fnclusion of the "tainted" variables may ;erve to mask
salary discrimination 1f it exists.

Fisher (1980) discusses the assumptions -underlying multiple
regression analysis and points out the problems associated with
multicollinearity and the “shotgun" approach to analyze the data.

Too often, the analysis is performed with an overprescription of



indepéndent variables in an attempt to discover what may be
related to the criterion variable, When many variables are
included, the risk of multicollinearity is increased. As a
result, the magnitude and even the sign of the coefficients in the
model may be affected. Fisher warns against the “shotgun®
approach. He advises the experimenter to select carefully the
variables to be used and develop a rationale for inclusion which
can be defended. '

Recently, studies have appeared which use other statistical
techniques such as canonical correlation and multiple discriminant
analysis, Carter, et al, (1983), Carter applies these techniques
to analyze salary equity at the University of Wisconsin at
Superior for two successive years, 1981-82 and 1982-83.

The two techniques used by Carter provide an alternative to
address some of the concerns expressed by Finkelstein with regard
to violation of assumpgions in the multiple 1inear regression |
models. Specifically, the concern about “tainted” variables can
be addressed by using canonical correlation and multiple
discriminant anal}sis. These techniques assist the experimenter
in determining whether or not the variaples of tenure status and
rank are affected b} the variables of race, -age or gender. If

this analysis confirms the variables in question are not

“tainted", then the multiple regression model can make use of the
variables to improve the fit. . If, however, the analysis reveals

the variables are "tainted", the regression model will exclude




those variables in the model. In addition, the very fact that the
variables are discovered to be tainted is important information
which may be used to resolve discriminatory practices.

All three statistical procedures, multipie regression,
canonical correlation, and discriminant analysis, are used in this
longifudinal study of salary practices at the University of
Northern Colorado (UNC). Data on all full-time faculty members at
UNC for the academic years 1982-83, 1983-84, and 1984-85 are
analyzed to determine the existence of salary discrimination on
the basis of race, age or sex. The items coilected on each
faculty member include: salary, rank, tenure status, highest
degree, years employed at UNC, years in each rank, years at UNC
before obtaining tenure, years with the doctorate, discipline,
sex, race and age,

The longitudina) data allows for an analysis of changes in
salary practices as they are affected by changes in Unfversity
policies. This paper relates Universfty policy changes which
occurred during the three-year period to the changes in the
existence and/or extent of discrimination fn UNC salaries,

The paper s subdivided into four major sections: multiple
regression analysis of salaries for the three years, canonical
correlation on rank and tenure status versus qualification,
experience and discrimination variables, multiple discriminant
analysis to determine classificatfons and misclassifications with

regard to rank and tenure status, and a contextual analysis which




compares the UNC policy changes to the state of salary patterns at
UNC during the three-year period.

Variables included in the statistical analyses of salary
discrimination at UNC for the years 1982-83 through 1984-85 are
presented in Table 1, Before proceeding with the statistical
analyses several precautions were taken to insure the internal
validity of the study. First, patterns of discrimination ambng
the predictor variables themselves were examined using
discriminant analysis and canonical correlation techniques. That
s to say, relationships between university status varfables
(e.g., tenure status, rank, rate of promotion) and the
discrimination variables were carefully examined before they were
included in the regression models as predictor variables, If
university status variables are tainted they should be removed.
Second, collinearity diagnostics were obtained on the predictor
varfables. Although our primary interest is in the use of R2
values, fnterpretation of the regression coefficients themselves
s also of interest. It can be shown that the presence of
collinearity can affect both the sign and magnitude of the
regression coefficients (Pednhazur, 1982). Detection of
collinearity amonglthe predictor variables would require us to
re-think the specification of our model!

Inspection of the collinearity diagnost]cs from the

regression procedure of the Statistical Analysis System (1982)




indicated that the varjables Longevity and Years with Doctorate
were the primary sources of collinearity. Inasmuch as these
variables were selected to contribute unique 1nf6rmation to the
model, the preiiminary analyses indicate that these variables were
already adequately represented by other predictors. Our solution
to the problem was to delete Longevity and Years with the
Doctorate from the set of predictor variables.

In the sections,thgt follow, results form the canonical
correlation and discriminant analyses designed to detect patterns
of discrimination among the set of predictor variables are

reported,

Canonical Correlation Analysis

In an attempt to ferret out potentfal patterns of
discrimination during the past three academic years at UNC,
canonical correlational analytic methods were undertaken,
Canonfcal Analysis (CA) s a method designed to study the
relations between two sets of variabIes, a set of predictor
variables and a set of criterion variables. The set of
independent or predictor variables (PV) identified in this study
consisted of all the discrimination variables which included
gender, race, and age. On the other hand, the set of dependent or

criterion variaples (CV) could be classified as university status




Table 1

Variables

Included in the Analysis of Salary Discrimination

Variable Description
Rank
Vi Assistant Professor
V2 Associate Professor
V2 Professor
Longevity
') Years of Service
Degree
V5 Master's
V6 Doctorate
Tenure Status
V7 . Yessl, No=0
Gender
va Males1, Female=0
Race
V9 Caucasian=l, Qtherwises(
v Blacksl, OtherwisesQ
vie Hispanicel, Otherwises0
Else, Orfental, or Indian
Time in Rank
V14 Years as Instructor
V1§ Years as Assistant Professor
V16 Years as Associate Professor
vi7 Years as Professor
Time Since Receiving Doctorate
vig Years with the Doctorate
Time Before Recelving Tenure
vi9 Years before Receiving Tenure
Discipline
veo School of Bustness=), Otherwise=0
V2l Physical Sciences=l, Otherw{ses0
V22 Social Sciences=1, Otherwises=0
V23 Humanities=1, Otherwise=0
V24 College of Performing & Visual Arts=1, Otherwises0
V25 College of Health and Human Services=1, Otherwise=0
Else, College of Education ,
V29 Age
V30 Salary




variables. These variables. included tenure, academic rank, degree
earned, years spent at each level, and school or college in which
the faculty member was assigned. The set of discrimination or
predictor variables numbered six whereas there were 17 universify
status or criterion variables. Thus, the maximum number of 1inear
combinations or composites of predictor variables and criterion
variables which could be tested for a significant correlation is
six.

Each of the possible six canonical correlations {Canonical R)
for each of the three academic year studied at UNC was tested for
statistical significance by converting Wilks' Lambda to an
approximate F. In Table 2 are presented the standardized weights
for the set of predictors and set of criteria assoctated with the
three significant canonical R-values using N = 492 observations of
the 1982-83 study group. A1l three canonical R-values are
significant beyond the 0.001 level and the three canonical
R-values in descending order are «76, .42, and .38. The remaining
three non-significant canonical R-values and corresponding

standardized weights are not reported.

The results for the 1983-84 study are presented in Table 3.
It should be observed that only two of the canonical R-values were

statistically significant for N = 446 observations used in the




le 2

onical Solution Using Standardized Weights for Significant Relationships for N = 492

ervations (1982-83)

Criterion

dictor Standardizec . Standardized
jables ; Prge}ctorPVSightgvs Variables y CE3¥erion gs;ghtscv3
for 32 =09 .9 Tenure 02 =50 -.08
casian .16 1.67 43 Asst. Prof. .29 -.10 .36
& .00 .59 .29 Assoc, Prof. .45 ©=,20 .46
anic .02 .10 .54 Professor .54 -.18 .54
antal .03 .46 .04 Masters ~.16 3.53 -.08
.88 -.07 -.43 Doctorate -.18 3.69 .21

Yrs. Instr,

Yrs. Asst. Prof,
Yrs. Assoc. Prof,
Yrs. Prof.
Business

Phys. Sci.

Soc, Sci,
Humanities

PVA

HHS

Education .

Canonical R

0 Q@ .31
27 .38 .15
.36 25 02

.62 -.00 -.43
.18 =07 -.16
.06 02 -.04
.09 04 .00

10 18 -.49
10 -.05 =-.05
.06 02 -.78

.18 -.07 -.58

.76* A2%  3BRwx

*Wilks' Lambda Sfgnificant at 0.001 when converted to an approximate F.
™Wilks' Lambda Significant at 0.001 when converted to an approximate F.

™Wilks' Lambda Significant at 0.001 when converted to an approximate F.




analysis. As is the case with Table 2 the standardized weights

associatéd with the set of predictors and set of criteria are
presented. The two significant canonical R-values are .77 and

.43. Both are significant at 0.001 level.

In Table 4 results of the canonical analysis for the 1984-85
study are descr.ibed for N = 380 observations. The decline in the
number ‘of obsérvations over thev three-year period is a function of
declining enroliment at UNC. The first two canonical R-values
(.73 and .40) are statistically significant at the 0,001 level and
the corresponding standardized‘weights for the set of predictors
and criteria are reported. The standardized weights and canonical

R-values for the four non-significant relationships in 1984 -85 are

not presented.

Standardized canonical weights are often interpreted in a
manner analogous to the interpretation of standardized regression
weights in multiple linear regression. It 1s not surprising,
therefore, to see some researchers use them as indices of the
relative contribution or importance of the variables with which

they are associated. Because of the multicollinearity associated




ple 3

Relationships for N = 446

ervations (1983-84)

l?gical Solution Using Standardized Weights for Significant

.

Canonical R
L]

Standardized Criterion Standard ized

Pregs?tor Negggts Variables Crigsqion Neéggts
.30 .94 Tenure -.05 .23
.19 .15 _ Asst. Prof. .36 .96
-,02 .32 Assoc. Prof. .65 .98
.07 .4 Professor .82 1.03
09 -.05 Masters -.04 -.21
.90 -.37 Doctorate =12 -.05
Yrs. Instr., .04 -.37

Yrs. Asst. Prof, 27 -.40

Yrs. Assoc. Prof. .28 .00

Yrs. Prof, .64 -.43

Business .18 -.26

Phys. Sci. .03 <.05

Soc. Sci. I -.07

Humanities B -.39

PVA .09 -.12

HHS .08 =N

Education .15 -.50

JAT* JA3%k

*{ilks' Lambda Significant at 0.00) when converted to an approximate F.
**yilks' Lambda Significant at 0.001 when converted to an approximate F.




‘Tibie‘4'?

Canonical Solution Us

ing Standardized Weights for Significant

Relationships for N = 38

Observations (71984-35

Predictor Standardized Criterion Standardized
Variables Pregc%tor Ne;egts Variables Criésyion Heéagts
Gender .25 .94 Tenure ~.06. .46
Caucasian .18 -.08 Asst. Prof. .39 .55
Black -.06 .15 Assoc. Prof. .68 .30
Hispanic .05 .27 Professor .73 .49
Oriental 07 -6 Masters =21 -.72
Age ' .92 -,28 Doctorate -.30 -.51
Yrs. Instr, N -.50
Yrs. Asst. Prof, .26 -.42
Yrs, Assoc. Prof, «36 .03
Yrs. Prof, .80 -.53
Business 09 =12
Phys. Sci, .03 .04
Soc. Sci. .08 .05
, Humanities .04 -.29
f PVA .03 .02
5i HHS =02 -5
Education .10 -.38
Canonical R 73 A0**

*Wilks' Lambda S
**Wilks' Lambda Si

gnificant at 0,001 when converted to an approximate F,

gnificant at 0.001 when converted to an approximate F.




with the set of predictors as well as the set of criteria, the
standardized canonical weights suffer from the same shortcomings
as those of standardized regression coefficients. Not only the
signs but the magnitude of the weights can be misleading. These
Timitations appeared wifﬁ the results presented in Tables 2, 3,
and 4, For these reasons, the investigators used structure
coefficients for the purpose of interpreting and explajning the
results of CA, For a further discussion of this point, see Cooley
& Lohnes (1976); Thorndike & Weiss (1973).

In Tables 5, 6, and 7 are presented the corresponding
structure coefficients or loadings associated with the significant
canonical correlations found in the three-year study at UNC., A
structure coefficient or loading in CA s the correlation of a
specific varfavle and a canonical variate. For example, in Table
5, we see that the age variable correlates .94 with the first
predictor variate (PV1)., In other words, the square of .94
changed to a percent indicates that 88.36% of the variance in the

linear composite of the predicator varfables (discrimination

variables) can be explained by the age variable.

A rule of thumb is suggested by Pedhazur (1982) that
structure coefficients = .30 be considered as meaningful or

useful in explaining significant canonical correlations. In Table




fTable{S
e Loadings for Significant Canonical Correlations for N = 492 Observations (

Structur
;Egdictor Structure Loadings Criterion Structure Loac
1 Variabies Psﬁ?ictorpxgriablge3 Variables Criéﬁqion gsg'
'? Gender 44 =30 .81 Tenure .65 -.10
Caucasian .20 59 -.N Asst. Prof. -.52 .08
Black -.03 .03 .08 Assoc. Prof. -.12 .04
Hispanic =12 .05 .28 Professor .7 -.07
Oriental -.03 -.30 -.08 Masters -.31 .10
Age 94 .01 -.28 Doctorate 33 .
| Yrs. Instr. -.08 -.08
Yrs. Asst. Prof. .28 V .23
Yrs. Assoc. Prof. .69 .09
Yrs. Prof. .78 -.07
Business =11 -.09
Phys. Sci. a6 .05
Soc. Sci. -.,00 .07
Humanities -.00 .07
) PVA -.00 =11
HS -.21 .08

Education
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©

cture Loadings for Significant Canonical Correlations for N = 446 Observations (1983-84)

"

Education

hictor Structure Loadings Criterion Structure Loadings
Predictor Variables Variables CriteEJ?n Variag&gs
.41 84 Tenure .53 .00
7 -.18 Asst. Prof. -.43 -.00
~.05 .10 Assoc. Prof. - .05
-2 .26 Professor .57 .02
-.00 -.06 Masters -.26 -.15
.93 -.25 Doctorate .27 .15
Yrs. Instr. -.05 =19

Yrs. Asst. Prof. .22 -1

Yrs. Assoc, Prof, .46 .04

Yrs. Prof. + 61 -.00

Business -13 .00

Phys. Sci. Bl .09

Soc, Sci. .04 .13

Humanities -.01 -.06

PVA -.01 .08

HHS -.10 ~.25




Table 7 .

Structure Loadings for Significant Canonical Correlations for N = 380 Observations (19:

Predictor Structure Loadings Criterion Structure Loadir
Variables ' Preg\ilc]:tor Va;\i{ghles Variables 0-1teEat]m VariaE
Gender .35 .87 Tenure : .64
Caucasian .20 -.24 Asst, Prof. -.59 -
‘Black -.06 .06 Assoc, Prof. ~.14 -
Hispanic -.14 .29 Professor .69
Oriental -.02 - 07 Masters -.19 -
Age «94 -.19 Doctorate a9
Yrs. Instr, -.06 -
Yrs. Asst. Prof, .13 -
Yrs. Assoc. Prof, .4
Yrs. Prof. 59
' Business -.14
Phys. Sci. .14
Soc. Sci, .04
Humanities -0 .
PVA -.05
HHS -.14 -

Education




te 8

1

related Canonical Variates
pre 2

ﬂﬂistructure Coefficients (Loadings) in Explaining Relationships between Significantly

piscrimination 1982-83 (N = 492) 1983-84 (N = 446) 1984 (N = 380)
jyariables PV1 Pv2 PV3 PV PV2 PVl PV2
J—

] jer k4 *. *4 *4 w4 %4 *4
asian *+

ick

panic

jental *.

ae 3 123 x4 *4

“Tniversity Status 1982-83 [N = 492 1983 -84 = 446 =
%riablesy cV1 C62 CV& (41 (NCVZ %) ]39? i CV%SO)

nre *4 *+ *4

st, Prof. o *a *.

¢, Prof,

rnfessor *4 *4 "t

isters *e *.

xtorate *+ *+

s, Inste, ¥

rs. Asst. Prof.

rs.°Assoc. Prof, ¢ *+ *+

. Prof , *4 *t *+

isiness

hys, Scd

%8, *+

minities

.

N Ll

ficaton

nonfcal R .76 .42 .38 J7 .43 73 .40
31$tructure coefficients .30 were considered as mean1ngful {Pehhazur's criterion).
o A "*+" represents a poSTtive coefficient => .30 and a "*-" refers to a negative

structure loading 3> .30.




8 the structure coefficients which are Z .30 are starred as

positive or negative depending on the sign of the structure

coefficient. The purpose of this iab]e js to present the results

for the three consecutive years at UNC in such a way that the
significant canonical R-value$ might be 1nterpréted in terms of

the set of predictors and the set of criteria.

In reviewing the starred variables in Table 8 it can be seen
that the linear combination of predictor variables in the first

canonical R for each of the three years has a positive structure

loading on gender and age. Thus, PVl might be conceptualized as a

factor representing older males. If we focus on the corresponding

set of university status variables (CV1) for the three years we

see positive loadings on tenure, professor, years associate

professor, years full professor and 2 negative loading on

assistant professor. For 1982-83 only we see a negative loading

on masters and a positive loading on doctorate. The loadings on

the criterion variate for all three years suggast that CVI
reflects the factor of an experienced professional--oné with

tenure, higher academic rank, and more experience at the associate

or full professor level. It {s interesting to note that degree

status (criterion set) seems unrelated to age and gender

(predictor set) in the last two years of study. As one




investigates the pattern that'relates the‘predictor‘var};;éﬁQith
the criterion variate in the second canoniéa] R aﬁdi{htéhg ;gse'df
1982-83 the third canonical R, the picture becomes less clear. In
1982-83, the positive and negative loadings in PV2 suggést a
factor of female Caucasian in the predictor variate whereas no
significant loading was detected in the criterion variable set
(CV1). From a discrimination claims point of view this‘might be
interpreted as a positive finding. The discrimination factor in
PV2 (female Caucasian) seems related to university status factor
varfables in no systematic way. Similarly, the PV2 seems to be a
gender factor for both 1983-84 and 1984-85 but is unrelated to any
university status variable in CV2 for both years. In 1982-83 a
third significant canonical R was found. PV3 in this year seems
to reflect a gender factor and this factor seems to show that
males tended to have the doctorate, were not instructors, were
social science faculty and not HHS faculty members. This gende}
university status pattern for 1982-83 did not show up in
subsequent analyses for both 1983-84 and 1984-85 and should be
considered another positive finding from a discrimination claims
point of view. Finally, it should be observed that race as a
discrimination vaFiable did not exhibit a high loading in each of
the three years. Race seems unrelated to the linear composite of
university-status variables, ,

In Table 9 are presented the percent of the variance jn the

1inear composite of the university-status variables (eriterion




Table 9
il percent of Variance in Set of University Status Variables Linear Composite Explained by

li Discrimination Variables!

emmzmon‘ 1962-83 (N = 492) f 1983-84. (N » 446) 1984198
Gender 11.36 13,10 22.83 ‘ 10.41 23.55 674 15
Caucasian 239 8.95 9.13 1.79  2.45 2.22 3
Black ~ 0.06 0.08 0.8 0.19 0.38 0.25 ¢
| Hispanic 0.95 1.0 2.17 0.97 2.25 L1702
| Oriental 0.09 1.78 1.8 0.00 0.08 004 ¢

Age - 51,74 51.75 52.94 52.45 63.65 48.66 49

! Canonical R 76 42 .38 77 43 .73

1Only criterion variable linear composites are presented which are associated

with canonical R-values which are significant beyond the 0.001 level,



variate) that can be explained by each of the six discrimination
(predictor) variables for the significant canonical R-values
found. Results in this taple seem to confirm that age was the
dominant variable over the three years--it‘explained about 50% of
the variance in each of the criterfon varféfes.' Gender appeafed
to be a much less significant factor as the percent of variance
for each criterion variate explained ranged from about 7% to a
high of 24%. Race as a factor was not significant as the percent
of variance of the criterion vartate it was able to explain ranged

from a low of 0% to a high of 9%,

In summary, the results of CA seem positive from the issue of
discrimination claims in higher education, While the older-male
relationship with the professional-experience factor was detectéd
in the three-year analysis, the relationship has historical roots
and {s less pronounced today, No other gender or race factors
were found to be linked in any systematic way to any
university-status factors.
' Discriminant Analysis

To investigate further the possibility of'discrimination
patterns in tenure and promotion decisions, a statigtical
technique known as discriminant analysis (DA) was applied to data

for the academic years 1982-83, 1983-84 and 1984-85. The DA

-

e




method analyzes one variable such as tenure status by comparing it

with a group of variables called independent variables or
predictors. Since the tenure status variable is a binary
variable, DA determines a set of weights which maximizes the
criterion for group membership, called the discriminant function.
This function serves as the basis for attempts to "classify" each
faculty member into one of the two original groupings, tenured or
nontenured., Two linear combinations of the independent variables
are formed to "“characterize" group membership,

After the linear combinations are determined, the values of
the predictors for each individual are used to calculate
discriminant scores which will indicate which of the two groups
the individual's profile most closely resemble, This measure is
given by posterior probabilities of group membership. After the
analysis fs completed for all individuals, those observations
which are misclassified can be analyzed for inequities or other
frregularities,

For the three academic years of interest, DA was conducted
using the five variables tenure status, professor rank, associate
professor, assistant professor, and instructor as the criterfon
variables individually, The predictors were age, gender, race,
highest degree, years in rank, and discipline. Tables 10 through
12 present the linear discriminant function for each criterion
variable and the resulting classifications and misclassifications

for the three years.




Table 10

Critertia Variable

&ssociate
°

=319 -320.77  -3m3.s2 ~~320.58 -313.56  -313.9 -320.36  -304.05

62.64 - 69.01 62.52  63.93 62.25  64.99 68.87  s58.13

0.06 . 9.43  9.82 . 9.37 9.55 19.50 8.66

* Caucasian )

29.49 3y 33.44 33.38 32.22 33,51 338

6.91 302 3098 31,16 30.13 N7z 307
27.86 2.n 32.43 Z.3 31.46 33.71 31.39

e

fo., 4 .« um.uu. 5.33.; 3.33.2 .8.:.8.:
- ‘0 .85 .39 .46 .37 .48 .3
32 62.83  61.67 67.18
.63 -.38 -4 -.02
: -2 -1.2¢ -.90 -1.2¢
494.66 49376 L3t .32 -.52
49153 492.14 494.90 4s5.27
ys. Sci. 493.5¢  494.35 491.82 91,13
“soc.Sci. 496.05 49716 493.49 w2
Humanities 63.23  67.62 496.07 49665
VA 493.92 494.91 494.09 494.99
HHS : 496.53  496.58 496.78 96.17
Education 492.88  493.01 493.03 493210

Age .88 .93 .89 .96




Criterion variadle
Associate
predictors (]

Constant -428.52  -436.40 -443.23 -430.27
Doctorate 227.82  225.97 230.37 228.24
Gender 5.67  6.57 6.44 5.81

Caucasian 153.16 188.11 15541 153.99

Black 149.88  151.09 147.99 150.81
Hispanic 152.39  155.77 , 156.33 RTINS
Oriental 147.91  153.57 153.29 149.44
frs.Instr. -3 .52 .27 - 18
Master 222.13 225.17

Yrs.Asst. .61 -0 a2

Yrs. Assoc. -.67 s -l

~ vrs. Prof -.20 a2 .7

Business 451.08 452.55  454.96
Phys. Sci. 446.83 447.28  450.34
Soc.Sci. 447.34 446,73  448.34
Humanities 454.89 a55.68  457.61
PVA 451.57 450.82  453.45
HHS 453.78 454.68  457.53
Education 446.51 446.83  449.26

.85 .84 .90




Table 12

Criterion Variable

Tenure Professor Associate Assistant Instructor
predictors - ° 1 R T B ° 1 . 1 T
Constant , mum!ﬁ -372.00 © -368.21  -379.68 -367.77  -373.13 -379.33  -366.58 -369.82 -360.54
Doctorate - 404.68  399.18 .  404.08  406.22 403.92  406.66 410.25  495.92 40873 398.67
Gender 10.21 .38 10.74  11.49 10.46  10.34 .69  10.53 19.99 8.75
Caucasian 195.52  200.25  197.14  198.60 19717 199.7% 204.31  198.50 195.97  198.98
glack 190.90  196.38 193.25 - 196.32 192.43  193.51 198.55  193.74 191,95 193410
Hispanic - 195.23  201.73 19711 198.10 197.32 199.9 203.63  198.43 196.54  197.63
Oriental 186.68  194.59 189.58 19257 189.41  193.49 81.28  191.63 187.92  190.84
Yrs.Instr. -1.07 —28 7 io.a9 -.91 -.85 -.68 -.39 -.7 -1.08 -.29
Master . 402.94  395.57 A.,_:._m £01.13 401.55  403.40 9457  401.99 40148 400.11 -
Yrs.Asst. .31 : : A6 - a5 .46 . a8 .40 .65 -5 ~
Yrs. Assoc.  -1.64 -.88 w-_.uo -1.18 -1.36 -.89 21w S1.43 0 -l.se
Yrs. Prof -.87 .48 .44 .55 -.88  -1.39 -.58 -7 -.82 -.62
Business 94.33  93.57 ‘95.16  98.14 93.66  91.27 93.26  93.93 93.99 947
Phys. Sci. 93.58  94.54- 95,32  99.78 93.26  99.57 93.66  93.7 s4.22  92.40
Soc.Sci. 931.83  95.04 94.98  97.53 93.71  91.69 92.92  93.83 94.47  92.92
Humantties NS0 111,47 112.44  115.24 11105 108.36 109.61 104 n2.52  107.98
PVA 100.22  102.36 101.87  105.22 100.42  98.91 100.69  108.72  101.98  96.45
HHS © .81 102.10 163.06  106.58 0. 97.37 98.96  101.17 10167 102.60
Education 94.34  95.16 95.63  95.86 94.05  91.69 93.32  s4.2a 95.07  92.69

Age .88 .88 .88 .88 -89 -94 .93 .90 .93




ﬂCl;ssificafioné

o 82-83 83-84 84-85
o TENWRE TENURE TENURE
T0. T0 T0
A 0o T - o -1 T 0 I
o 100 6 - 106 o' 95 3 98 o 70 2 7:
fROM 1 40 346 386 1 21 327 348 1 26 282 30
7 140 352 492 T 116 330 446 T 96 284 38
PROF ~ PROF . PROF
0 T0 T0
, o 1T 0 T 0o 1
o 269 8 277" 0 . 252 1 253 0 .208 0 2
FROM 1 22 193 215 1 19 174 193 1 19 18 1
ST 291 201 492 T 2 175 446 T 227 1583
ASSOC © ASSOC ASSOC
10 10 10
0 T - o 1 1 0o
0 254 84 338 0 262 42 304 0 228 28
FROM 1 25 129 154 1 21 121 142 1 12 12
T 279 213 492 T 283 163 446 T 240 140
ASST ASST ASST
10 10 , 10
0o 1 T o 1 T 0 |
o 34 74 388 0 295 50 351 0 213 29
FROM 1 3 10 104 1 1 9 95 1 177
T 37 175 492 T 296 150 446 T 274 106
INSTR INSTR INSTR
10 10 10
o 1 T o 1 1 0
0 426 47 473 0 398 32 430 0o 35 18
FROM 1 1 18 19 1 0 16 16 1 0o 6
T 41 65 492 T 398 48 446 T 356 24

0 - indicates individual does not belong to class
1 - indicates individual does belong to class

FROM - is ACTUAL STATUS
TO - is PREDICTED STATUS




Table 14

R2 Values for Full and Restricted Models for 1982-83 through 1984-85

Academic Year

Model R 1982-83 1983 -84

+.1984 -85

Full Model (FM) .8630 A .8691 A
FM - Discrimination Set L8510 B 86168
FM - Gender .8580 B 8651 8
FM - Race .28 A 8680 A
FM - Age | .8480 B 8659 B

,9006 A
8990 A

.8995 A
.9002 A

.9005 A

Note: R2 values in a column with the same lettér as the full mode)

are not significantly different from each other. All P'sc01.




. As seen in‘the abnye‘tables,‘the number of misclassifications
in all five analyses decrease from 1982-83 to 1984-85. Several
. policy changes wlthin the 1nstltution ‘provide possible
explanations for thls pattern. These relationsh1ps wlll be

discussed in the sectlon entitled Contextual Analysis.

Upon examinatien‘of the 1nd1vidual cases jdentified by DA as

mlsclasslfled the maJority were explalned by rational,

nondlscrlmlnatory factors or by hlstorlcal factors due to evolving

For example. in the year 1984- 85. UNC has 72
The DA method lndicates two

standards at UNC.
faculty members who are not tenured.

of these individuals possess values for the predictors which more

closely resemble the individuals who are tenured.

The first faculty member is a male who has a special seven

year agreement with the Board of Trustees in lieu of tenure. The

second faculty member is a male who s hired annually on state

grant money through the Colorado State Vocational Education

Program, Even though he has excellent credentials, he {s on soft

money and {s therefore not tenured.
The majority of the 26 faculty members who are tenured but

more closely resemble the nontenured group are faculty members who

do not possess the doctorate. These faculty members were tenured

in the period from 1965-1975 when the avatlability of qualified




different from the period since 1975.

VRO S R LR T

Similar analyses were performed for the misclassifications
for each rank. Few 1nd1v1dua1 cases were identified which
required further attention. In no instance uas there any pattern
of cases which would 1ndicate systemic discrimination by the
University on the basis of gender. age or race. )

For 1984-85, the ranks of associate professor and assistant
professor had a number of misclassifications from 0 to 1 (See
Table 13). Upon further study, most of the misc\assifications of
this nature were situations in which a faculty member possessed a
higher rank than the.DA‘nethodqpredicted for the individual, The
bA method conststently‘nisclaSSifted such tndtvfduals,in all ranks
for each year, These individuals had been promoted prior to 1976
when standards for promotion beoan to change at the institution.

This technique is an excellent tool for 1dent1fy1ng general
patterns as well as individual faculty members who may have been
treated differentially. Certainly this method cannot be treated

in {solation; however, {t provides additional information to the
fnstitution in an attempt to correct whatever {nequities which may
exist. Both the canonica1 correlation and discriminant analyses
show the variables of tenure status and rank are not "tainted"
with respect to the discrimintation var1ab1es: Therefore, the
variables of tenure status and rank may be used in the multiple

regression analysis of salaries to improve the overall predictive

efficiency.




Multiple Regression Analysis

Mdltiple regression (MR) enalyses were'performed to examine
the relationship between salaries of full- tlme faculty and a set
of discrimination variables, i.e., gender, race and age, for the
years 1982-83 through 1984-85. Predictor vectors were coded for
the MR analyses to reflect an individual's gender. race. age.
qualifications, academic discipline, rank, tenure status. years
spent in each rank and years before receiving tenure.
Justification for including variables related to 2 faculty
member's status within the institution was provided by the results
of the canonical correlation analysis. Recall that there was no
relationship between the academic status variables and the !
discrimination variables of gender and race. That is to say, no
evidence was found that rank, tenure status, time in rank and time
before receiving tenure were the result of dlscrlmlnetory
practices,

For each of the three years under consideration, salaries
were regressed on the varfables listed in Table 1 (the full
model)., Subsequently, salaries were regressed on a model
containing all of the variables in the full model except for the
set of discrimination variables: gender, race and age (the
restricted model)., Differences in R? values for the full and
restricted models were tested by means of the F-distribution
(Pedhazur, 1982). If the set of discrimination variables was

found to account for a significant proportion of variance in




salaries, the variables were examined one at a time to identify
the specific source(s) of discrimination;:,Diagnostics were also
performed to determine if the collinearity assumption had been
violated. values of the full and restricted models for each

of the three years are presented in Table l4.n

Results of the MR analyses for the 1982-83 year, show that the
full model accounted for 86% of the variance in faculty salaries,
F(22,469) = 133, 93, p< 01, while the restricted model accounted
for 85% of the variability in salarfes, F(17,474) = 159.42, P
+0. Although the difference 1n R? values for the two models
was small, it was statistically significant, F(5,469) = 8,21, p<
+01. Further analyses of the 1982-83 data found that gender,
F(1,469) = 17,11, p<Ol and age, F(1,469) = 51,35, pc.0l,
accounted for a significant proportion of the varfance in faculty
salaries. There was a tendency for males to earn higher salar{es
than females and the relationship between age and salary was found
to be positive. No evidence of discrimination on the basis of
race was detected by the analysis, F(3,469) <1,

A pattern similar to that found 1n 1982-83 emerged from the
1983-84 salary data.‘ The squared multiple correlation coefficient
for the full model was .87, F(22,423) = 127, 61. p(OI while the

2 value of the restricted model was +86, F(17,428) = 156.79, p <

.01, Again deleting the set of discrimination variables from the

full model produced a statistically significant decrease in RZ.

F(5,423) = 4.83, P<0l. Subsequent analyses show once again that




cant proportion of the

gender and age accounted for a signifi
-variance in salaries, F(1,423) = 12.90, p<Ol; F(1,423) = 10.32, p<

.01, respectively. The increment in the proportion of variance in

salaries attributable to race was not significant, F(3,423) = 1.18,

Implementation of the new University salary model for 1984 -85

virtually eliminated discrimination in salaries on the basis of

gender, race or age. For the full model R2 = ,90 while the
restricted model resulted in an ﬁl .89. The difference in R
values for the full and restricted models was not statistically

significant, F(5,357) = 1.14, p&05.

In summary, evidence was found that-males earned higher

salaries than females from 1982-83 to 1983-84; however, the

difference between male and female salaries was eliminated after

the implementation of a new salary model. - There was also a

or older faculty members to earn higher salaries than
Similarly, the

tendency f

younger faculty members during the same period.

relationship between age and salary was eliminated in 1984-85.

There was no evidence of salary discrimination on the basis of

race during any of the three years under consideration,
_ Contextual Analysis
gefore discussing the results, A brief history of UNC is
required in order to understand the context within which the

results occurred. UNC {is a former normal school which was founded

in 1889, The institution evolved from the normallschool to a

teacher's college (1935), to a state coliege (1957), to a




university (1970) as have many other similar institutions in the

country. However, UNC differed in one significant aspect. During

the 1920-1940 period, UNC embarked on a unique path of offering

many graduate programs particularly at the doctoral Jevel.
‘lnstead of developing the programs from a solid base of bachelor
degree programs to a broadiy based masters degree program to the
doctoral level. UNC Jumped immediately to tne doctoral Tevel.

This 1ack of breadth eventuaiiy caused serious problems of
enrolliment and quality of doctoral work in the iate 1970's.

~To further compound problems, the institution engaged in the

~practice of hiring 1ts own graduates, particuiariy in the late
1950's and 1960's. These faculty members were tenured and

promoted rapidly under standards whichlwere less rigorous than

those that exist now at UNC. Tenure was nearly automatic after

three years of service and promotions were granted every four

years, Thus a faculty member would normally become a tenured full

professor after eight years of service. Many did not possess the

credentials which would justify a similar rank or status at

another institution of higher education. Thus the faculty member

was “trapped" at UNC unless the faculty member was willing to take

a lower rank at a different {nstitution. A1l these factors

resulted in an older faculty that was not mobile in the market '

place.
In addition, enrollment began to declin

e in 1977 and with one
The {institution's

exception continued to decline in the 1980's.



,wuenroIIment

11984—85.

s

has fallen from a peak of 11,770 in 1977-78 to 8,800 in

AN these factors’ have led to numerous policy changes which

are important to place the analysis in context. Prior to 1982-83.

‘tenure and promotion decisions were made by a process wh1ch ca]led

for departmental recommendations to be passed to the council of

deans who made a strong recommendation rarely overturned by the

vice president or president. Little was known of the criteria or

method of decision used by deans.

/Begtnntnéiin 1982-83, the'

council of deans was replaced by a comnittee of faculty members

and the criteria for tenure and promotionfWere‘more‘stringent and

clearly defined. This change was the final step‘in a movement

towards higher tenure and promotion standards initiated in the

late 1970's.

i

As a result, obtaining tenure and/or promot1on is

considerably more difficult now than at any time before.

in fact

there are numerous instances in which faculty members possess &

rank for which they would no longer be qualified under the new

policies. These tougher standards which have been used for

faculty members hired since 1976 cause nu

merous misclassifications

{in the DA analysis presented in the previous section.

With the enroliment decline came the need to reduce staff,

faculty and the budget.

In 1982, the decline culminated in a

major reduction in force which led to the termination of 47

faculty members, 38 of whom were tenured.

From 1977-78 to




1984-85, the Universtty;lost_3§§,facy}tyiposjtions or 24% of the
faculty positions it empioyeo in 1977-78. The faculty in 1984-85
- is considerably younger than j}s¥connterpert mhjchéexisted in
1982-83. -

In 1983-84, the 1nst1tutjon 1n1tiated an early retirement

iE

plan to encourage faculty members to ret!re.“ Forty-two (42)

S & S\Q,x;,'~

faculty members accepted the offer and retired at the conclusion o
RS & :
of the 1983 84 academic year.

These two events. the reduction 1n force and the early
retirement plan, help explain the dramatic improvement in the
results of both the negression analysis and the discriminant
analysis clossification analysis over the three-year period. UNC
lost approximately 90 of its older faculty members during this
period and was able to hire a significant number of new faculty
members. Thus a substantial change in the demographics of the
remalning faculty has occurred, The improving pattern of rank and
tenure classifications is to be expected as fewer faculty members

who were tenured or promoted under past policies are employed at

UNC .
Finally, in an effort to improve the salaries of {its faculty

and to correct individual inequities, UNc'developed a new faculty
salary model which was implemented for the 1.984-85 year. This new

model called for a survey of 29 peer finstitutions to be selected

on the basis of similar role, mission, programs, enrollment and

budget to that of UNC. At the same time the institution developed




a comprehensive evelcetion'system which was used to help determine

salaries. Therefore;“a faculty member's salary was determined by
the rank, discipline, time in rank and the evaluation rating for
the previous year,

This new salary model led to a substantial redistribution of
salary dollars among the faculty. No selery wes reduced however,
a number of faculty members had their selery frozen. In contrast,
a number of faculty members received selery reises of between
$6,000-59,000 or an increase of 20% to 30%.

Any faculty member who' received an unsatisiectory evaluation
received no salary reise; There were epproximately 20X of the
faculty who fell into this cetegory for 1984-85 selery
determinations. Thus the salery patterns which had existed in
1982-83 and 1983-84 chenqed‘dremeticelly for 1984-85, The purpose
for the change was two-fold as mentioned above: (a) to improve
salaries of the faculty at UNC relative to peer institutions and
(b) to base salary decisions on rational factors such as
qualifications and evaluations rather than historical factors or
inconsistent policies of the past.

The results of the regression analysis clearly demonstrate
the success of the new salary model in neutralizing the gender
factor in salaries. The effects of the reduction in force
effective 1n 1983 and the early retirement plans effective in 1984
are clearly seen in the analysis of the age factor over the three

years, These factors combined with the new saiary model have




1984-85, the University lost‘l§5 faculty positions or 24% of the
faculty posltlonsvlf‘emnloyed in l977-78. The faculty in 1984-85
is conslderablyiyounger_chun'l;s“cpunterpart which existed in
1982-83. -

In 1983-84 thevlnstitutlon 1nit1ated an early retirement

S RN

plan to encourage faculty members to retlre. Forty-two (42)

PR YO i

faculty members accepted the offer and retired at the concluslon
BT R TR B .
of the l983-84 academic year.

These two events. the reductlon in force and the early
retirement plan. help explaln the dramatic improvement in the
results of both the regression analysis and the discriminant
analysis classification analysis over the three-year period. UNC
lost approximately 90 of lts'older faculty members during this
period and was able to hire a significant number of new faculty
members. Thus a substantial change in the demographics of the
remaining faculty has occurred. The improving pattern of rank and
tenure classifications 1s to be expected as fewer faculty members
who were tenured or promoted under past policies are employed at
UNC .

Finally, in an effort to improve the salaries of its faculty
and to correct 1ndlrldual fnequities, UNC developed a new faculty
salary model which was implemented for the 1984-85 year. This new
model called for a survey of 29 peer institutions to be selected
on the basis of similar role, mission, programs, enrollment and

budget to that of UNC. At the same time the institution developed




a comprehensive evaluation system WHich Qasxused to help déterﬁioe
salaries. Therefore, a faculty member's salary was determined by
the rank, discipline, time in rank and the evaluation rating for
the previous year.

This new salary model led to a substantial redistribut1on of
salary dollars among the faculty.‘ No salary was reduced however,
a number of faculty members had their sa1ary frozen: ‘In contrast
a number of faculty members received salary raises of between(
$6,000-$9,000 or an fncrease of 20% to 30%.

Any faculty member who' received an unsatisfactory evaluatlon
received no sa1ary raise, There were approximately 20% of the
faculty who fell ‘into this category for 1984-85 salary
determinations. Thus the salary patterns which had ex!sted in
1982-83 and 1983+84 changed dramatically for \984-85. The purpose
for the change was two-fold as mentioned'above: (a) to improve
salaries of the faculty at UNC relative to peer institutions and
(b) to base salary dacisions on“rational factors such as
qualifications and evaluations rather than historical factors or

fnconsistent policies of the past.

- The results of the regression analysis clearly demonstrate
the success of the new salary model in neutralizing the gender
factor in salaries. The effects of the reduction in force
effective in 1983 and the early retirement plans effective in 1984
are clearly seen in the analysis of the age factor over the three

These factors combined with the new salary model have

years.




produced a salary structure wn1¢n'ﬁ;; ncttndjcatjon pf‘ege

R

dependency.
The race factor was not st hnee yeans
UNC has undergone significan

The statistical

gnificant in any of the t!

analyzed in this study. t changes
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Multiple Compariso

Learning the Obvio

ns Via Multiple Linear RegreSsiOn:
us Takes Time |

John D. Williams '

The University of North Dakota

FEEN ST

ERISHUS

bl Sy

Perhaps a best starting point is at the beginning;Athe‘beginhing of

my involvemen

Jennings. A presession to the AERA annual mee

was my first exposure to this type of analysis.
being fully enthralled with their ideas at the time. Despite

Yess than

computer accessibility for the five day work

any programs,

Forks (

simple ANOVA by regrassion. The problem

1 was trying to run:

wnere

X2

&

The program used

Y = the criterion score, and
= the error in prediction with this model.

at the presession was DATRAN,

(which of course, I didn't actually use).

Paper

39

presented at the American Educational

t in multiple linear regression ala Ward, Bottenberg and

ting in New York in 1967

1 must admit something

shop, 1 didn't actually run

To me it was just a new fad, When getting back to Grand

N.D.) I did feel some pangs of conscience and tried running a
was a three group situation;

(1)

X1 « 1 1f a member of group 1, 0 otherwise,
« 1 {f a member of group 2, 0 otherwise,
X3 « 1 {f a member of group 3, 0 otherwise,

bl' bz. b3 are regfess1on coefficients,

a forerunner of LINEAR

The program available to me back

Research Association, Chicago, April,

1985




e e TR

Dakota was a stock IBM program; in retrospect, such stock pro-

k 6s‘typ1¢él1y havé automatic inclusion of a unit Qgctor (or constant),
well; what happened next is both a descriptor of something about my
‘“vp§y§9nqlity5(§§u§bgrnl’9n\pqssip1y 1a;k of 1ntg]119encev(s]ow). On a
;Ma;éiy S;§1svfor seven weeks, (that's 35 times) I unsuccessfully tried
running the program exactly as shown in equatfon 1 without any change,
fithought possibly there was something wrong with the computer or the
iprogram; never did 1t cross my mind that -I might have made a conceptual
‘error. Finally, I started monkeying with the input (I was convinced

the gtuff in Bottenberg and Ward, 1963, was wrong). “Well, 1 finally

made the right mistake, and the program actually worked correctly.
One form of that mistake is as follows:

The difference between equation 2 and equation 1 ostensibly is the

exclusion of bo'1n equation -1 and the exclusion of b3X3 in equation 2.

Also, 1 now know that equations 1 and 2 are reparameterizations 1
of one another, There are also some other "obvious" things about
equation 2; 1t took me only four years to discover some of the ?
obvious.

Equation 2 can aliow not only a simple ANOVA, but also describes
some important aspects of Dunnett's (1955) test (Willfams, 1971); by ¥
1s not Just a constant, but is equal to 73. the so-called left out
group. Also, b, = Y& - Vs and b, * Yé - Vs. Equation 2 could be
rewritten as:

Va Ty 4 (T - Tk + (T, - Tydxy + ey [3]

The tests of the regression coefficients b, = Yl - 73 and b, = Vé - Y5
are identically equal to the t values in Dunnett's test.

In addition to an ANOVA, other simple designs can be shown in a
regression lay-out, such as the analysis of covariance, the t test, and

treatments x subjects designs. The use of equations such as equation 2 -

40




to complete these designs was shown, in N1111ams (1970).7mAs usual, I

had no 1dea at the time of the re]ationship to mu1t1p1e comparisons. In

lationships are s0 simple and direct that it gives me

some ways, the re
member how long {t took me to ..

cause for some degree of humility to re

discern the obvious again.

Through the use of full and restricted models, a process to

test comparisons equivalent to Tukey's (1953) test was shown (Williams,

1974a). With three groups, beginning with equation 1, Y = b1 1 F boXy *
byXs * €y Now suppose the test of Y2 = Y3 is of interest. In terms
of the regression coefficients b2 = bj is the appropriate restriction.
Then Y = b1X1 + bZXZ + b2X3 + e, or

Y = blxz + bz(Xz + X3) + e,

Let V1 = X2 + X3; then

‘Y. blx1 + b V t+ e,

tion 4 can be reparameterized s0 that the unit vector
Excluding X1 yields.

(s

4]

Equa (constant

term) s reintroduced by excluding either X1 or V1

Testing t ® Q?" = (Rg - Rg)/l ylelds a t appropriate to
(1 - RSN - K)

On the other hand, there {s an easy way to run Tukey's test by
Al1 that 1s necessary {s the set of reparameterizations of

H
testing Yz to Vs. z
|
i

regression,
equation 1: ‘
Y = byt byXy boXy * €45 12]
Y o= byt byXy t Xyt e . (el
(7]

and Y = b0 + bzxz + b3X3 +e.




“Here,  th '%esi”%f'thélébépﬁféa t values is identical to a similar test
for Tukey's test. (It took a full three years after doing the same thing
© with Dunnett's test to realize that’Tukey‘s&teSt could be accomplished
through‘sdcce551ve psuedo-Dunnett's tests). One complication is that
most published studentized range tables are in terms of q, rather than
in terms of tésting the regression coefficients for significance. A
table showing a direct solution using tests on the (partial) fegression
weights is given in Williams (1976, 1980).

In that I routinely would fihd ill simple'repafameteriiitions of
an equation for an ANOVA solution, taking”seVenlyéirs to discover the

obvious says something.

Two-Way Disproportionate ANOVAS

The two-way analysis of variance with dispropgrtiqpate cell frequen-
cles has been discussed 1n many differenthgublicqf19n5§ Bottgnbérg and
Ward (1963) showed a fegression solution for the general case, and
Jennings (1967) concentrated on the disproportionate sftuation. To
be honest, I had a lot of trouble understanding the Jenn1n9; article,
so I tried to go about doing what 1 could understand from the original
Bottenberg and Ward presentation, One aspect of Bottenberg, Ward and
Jennings in their varfous writings s a concern for explicitly stating
exactly the hypothesis being tested through the use of a restriction on
the regression coafficients., This aspect has been both a blessing and
a curse; 1t 1s a blessing 1n the sense that the approach allows a
precise methodology. It {s a curse in that users are often at a

disadvantage because of the cognitive completixity and relative

mathematical sophistication required in comparison to traditional




analysis of variance methodologies, It cou1d be! arqued that a middle
ground can be attempted; to some degree, that middle ground was something
I tried to do (Williams, 1974b),
As an example of a two-way ANOVA with disproportionate cell frequencies
the following data set was originally published in Williams (1972):
Data for Disproportionate Two-Way Analysis of Variance

Effect S Effect

B,

._.
DOV
— :
o

R g
~

The solution given (1972) that was meant to simplify the process was
to form four models: v
Youbgt XY by, + byky + byXy + bg¥g * €33 (8]
where
1 1¢ from an individual in cell 1 (row 1, column 1), 0 otherwise;

<
—
a

1 {f from an individual in cell 2 (row 1, column 2), O otherwise;

1 f from an individual in cell 3 (row 1, column 3), O otherwise;

>
w
-

1 4f from an individual in cell 4 (row 2, column 1), 0 otherwise;

1 1f from an individual in cell 5 (row 2, column 2), O otherwise;

and b0 to b5 are regression coefficients for this model.

Y w b + by¥g * g | )
where

X7 « 1 from an individual in row 1, 0 otherwige and

b6’ b7 are regression coefficients for this model.




Yombg # bgkg + bygkig +iegh <

X9 =1 {f from an individual in column 1, 0 otherwise;

“ Xy
bB’ b9 and b10 are regression coefficients for this model.

= 1 i{f from an individual in column 2, 0 otherwise; and

o Yombyy + DKy ¥ bygg * Bygkyg * €6 (11]
"Now a solution in terms of sums of squares can be given as follows:

From: equation 8, SSATTRIBUTABLE = 80.80;

SSpeviarion = 51-203 .
equation 9, SSATTRIBUTABLE = 20.36;

equation 10, SSATTRIEUTABLE = 37.43 and

equation 11, SSxrrrigutAsLE = 80+25-
This information cou1d be used to construct a fitting contants solu-

tion or a hierarchical solution (Cohen, 1968) or the solution described
by Jennings (1967); although Jennings 1aboriously goes through the

process of testing hypotheses through restrictions on a reparameterizationi

£

of the full model:

Y-%M+bg2+%%+bﬁ4+%&+bas+%. [12]
This model corresponds to equation 8, except that the unit vector is
omitted (bo) and the sixth ;e11 {s represented through bsxs. Because '
my solution, while 1t coincides with Jennings, can be addressed without .
adjusting the sums of squares as must be done for a fitting constants :
solution or a hierarchical solution, I called this solution the "unadjusted
main effects" solution--in retrospect, a poor choice of names. It was , 
called this because of the means of extracting the sums of squares--butwb

{ts usefulness is because it corresponds to the Jennings solution. That{




by the way, is another story;-l speht an hour-ahd a\haifﬂcohrihrfn§;E§r1
that my so}ution gave the same results as his; at’firsf he was shépsisél.
Finally, he sccepted that, "comﬁutational]y. the{r respestirejsums of
‘ squares was the same," but thought only people shch as myself who under-
stand both approaches and used my approach as a computational short cut
| should use it; 1f you didn't know what hypotheses were being tested,
you probably shouldn't use it. I thought Earl was being a 1ittle harsh
back in 1972, but today I'm comingvcloser to agreement with that position.
In particular, it cou1d be noted that the so-ca11ed "fu11 rank mode1“
as described by Timm and Carlson (1975), and which in fact they describe
us1ng my (1972) data set, has no better c1a1m to being a full rank model
solution than Jennings (1967); the hypotheses tésted by these and other
approaches are cohs1der¢d,1n N1i11ams (1977a). it is unfortunate that
the Timm and Carlson (1975) solution might be seen hy some as "stgndard
practice" or "state of the art". The issue really 1s, which hypotheses
are of greatest interest? If the Timm and Carlson hypotheses are truly

of the greatest interest, they can be addressed via the Bottenberg and

Ward approach.
A summary table that computationally tests hypotheses proportional

to cell frequencies such as proposed by Jennings can easily be formed
from the information from equations 8, 9, 10 and 11:

SSRC = 80.80 - 80.25 = .55;
SSw1th1n = §1.20. The summary table {s as follows:




_.Table 1

...~ ,Summary Table for Two-Way
Disproportionate Cell Frequencies

Soag 150,
W AR

= Source of Variation df SS MS
Rows 1 203 20.36
Colums 2 37.43  18.72
RXC 2 s .28
Within 12" 5120 4,27
In rega;d to'muftipje,eomparisOns in a two-way Iayout equation 12
"¥4s an approbttate ététt{ngiboint The number and type of comparisons

“(contrasts) would be 1mportant for deciding on the type of test (Dunnett s

'Tukey's, Scheffe's, 1950, and Dunn's, 1961). As an example of constructing a
contrast to test a hypothesis of interest, suppose the researcher wants
to compare column 1 to co1umn 2, weighing the cells by their size, the

hypothesis, in terms of sample means. 1s.

3, + 1?' 2Y + SY
3 7
In terms of the reqmssion coefficients,
3bl + b4 . 2b2 + sz
3 7 ‘
Unraveling and solving for bl ylelds: b1 . 8/21b2 + 20/21b5 = 1/21b,.

Substituting this restriction into equation 12 yfelds:
Y = (8/21b, + 20/21bg = 7/21b,)K) + byXy + ba¥y + byX, + bgXs + beX
+ ey [13]

Y - bz(XZ + B/ZIXI) + b3X3 + bq(Xa - 7/21x1) + bs(xS + 20/21X1) +
beXg + €5 {14]

Reparameterization with b6 = 0 ylelds: ‘
Y = by + by(X, + 8/21K,) + baXy + by(Xy = 7/21X) + bg(Xg + 20/21Xy
+ e, [15]




. Equation :14 can be used -in programs where'unittvecfdrﬁ%can“bé
ommitted., Its reparameterization, equation 15, :is useful when a qnit%
vector is automatically incorporated into a,regressionlsolutibn.yfgva‘
Equatfons 8 and 12 (full models) yield Ri = ,61212. Equations 14 ‘and
15 (restricted models) yleld RZ = .38544. Then: |

L=\ \(______’/_ 2 608,

2
(1- RF)/IZ

This t value should be tested against an appropriate table depending

upon the type and number of total cohparisons cohsidered by the researcher.
This approach to multiple comparisons is probably much closer to

the approach of Jennings and Bottenberg and Ward than I would have con-

sidered 10 to 15 years ago, Additional considerations regarding multiple

comparisons in the two-way analysis of variance ban be found in Williams

(1980).

Multiple Comparisons in the Analysis of Covar1ancé

Students would often ask questions such as, "How do you do multiple
comparisons on adjusted means in the analysis of covariance?" 1've often
been impressed with questions students ask; I'm sure they've been less
impressed with at least some of my answers. Well, for several years,
I didn't have any good answer to the aforementioned question (other
than, "That's a good question.") and as the answer finally came to me,
there was far more embarrassment than awe. The "answer" had been on
the printouts that ['d been using for years. In a nutshell, 1t was
simply the test of signifiance for the group partial regression
weights in a full model. An example of a solutfon for this problem

was taken from Williams (1979),




2y
.27

29
27
38
25
%
25
31
27
3
19
17
2

1inear mmdéls:

35 ..

32 .

Data for the'AnaTysis of Covariance

X

O O O O O O O © O e

0

represents a posttest score.

Table 2

><
N

-

1
0
0
0
0

0

Y= bo + b1X1 + bzxz + b4X4 + egs

X3'

- - O O O O © © o O o o

[ Y

1

§

ab]e'z, s taken from Williams (1974b, p. 104 and 109).

X

8
29
12
17
22
15
17
22
10

8
13

=
e

17
13
10

In Table
1s a binary variable for- membership in group 1, X2 is a binary
;wvariable for membership in group 2 and X3 1s similarly a binary variable

“for membership in group 3 and X, represents a pretest score; the Y valye

Under the assumption of a single regression 1ine on the covariate

(the pretest, X4) an analysis of covariance can be accomplished with two

f16]




Y= bo * byXy + &g T [17]

In that a large part of the print-out regarding equation 16 1s useful,

the print-out is reproduced in Table'3. o
The usual analysis of covariance can be completed by using:

2
(1 - Rz)/(N -C - )(1 - .61950)/11

which for df = 2, 11, p >.05.
In equation 16 the X3 variable has been omitted. Thus b1 = Y&adj -

= 2.09,

Vsadj and b, = Véadj - Ysadj. To find the adjusted means, the following

equations can be used: ‘ o
adj b + b4X4 = 15,36 + ,76(15) = 26.76;

f 1adj - b1 + Yaadj = 5,62 + 26,76 = 32,28; and

! V,ad] = b, + Yjad] = 3.20 + 27,76 = 29.96.

5 ‘The adjusted values agree with those originally given by Williams (1974b,
p. 106), though the method shown here is simplified somewhat,

More importantly, the standard error of the regression coefficients
corresponding to X1 and XZ are raspectively equal to the standard
errors for comparing Vludj to Vqadf and V,adj to'YaadJ. Thus, the
computed t values given in Table 3 are‘d1rectly usable in whichever
multiple comparison procedure the researcher prefers. The use of
Dunnett's (1955), Tukey's (1953), Dunn's (1961) and Scheffe's (1959)

. tests are described in a regression format using computed t values
in Witliams (1976, 1980), Were there 1nterest»1n comparing Yladj
to Véadj. a model of the form:

Y= by + biXy + baXs + byX, + eg ¢ (18]

0 171
could be used, with focus on the computed t value for the X1 variable.
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f course, muitiple covariates and/or morefcompIek comparfisons can be
ncorporated; multiple covariates can be 1ncorporated w1thout adding too

uch complexity to,the‘§91ution. The remarkable thing 1s that the so1u-

qon to multiple comparisons for the analysis of covariance is easily

ichieved.

Multiple Compariéons in Repeated Measure Designs

Again, the impetus (to me) for interest in multiple comparisons in
epeated measures designs in general, and treatments x subjects designs
. particular comes from students. Students would ask, "0.K., S0 now
@ can do a treatments x subjects design by regression. How 'do we run
uitiple comparisons?" Since they asked the question long pefore 1 had
any suitable answer, 2 question might be asked, "What answek did 1 give?"
To quote both the famous an& {nfamous (e.g. Steve Martin and John
Mitche11). *1 forgot." ,Coﬁsidering that that answer can be as simple

as, "It's right there on your printout," I won't dwell anymore on why
it took so Jong.

Multiple Comparisons for Treatments X Subjects Designs

To consider multiple comparisons for treatments x subjects desians

or repeated measure designs) an example taken from Chapter 7 of

1111ams (1974b, p. 56) 1s used; see Table 4.




Three Treatment Methods -of Paired-Associate . Learning s+
with Educab1e Menta]]y Retarded Subject '

e

"Subjeet Treatment One Treatment Two

LoE .

- Claw 27
17 24
14 .18
5. a8
BUN
12
16
17
.2l
8 o, B

Lle] o ~N O (3 L BN - w n

—
(=]

P

The 1nformat10n in Table 4 can be placed in a tabular form su1tab1e

for use in regression format; see Table 5.
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in Table 5 are defined as follows

The values

Y = the criterion score;

X
X
X

= 1 1f the score corresponds to Treatmen

1
2
3
4

L
w
z
@
=
»
L=
(=]
-
L)
»

£ 2,0 otherwise:

= 1 {f the score corresponds to Treatmen

t3,0 otherwise;

« 1 {f the score corresponds to Treatmen

t1,0 otherwise;

= 1 {f the score 1s obtained from Subjec




1 1f the score is obtained from Subject 2,0 otherw1se;
1 1f the score 15 obtained from Subject 3, 0 otherwise-
1 1f the score 15 obtained from Subject 4 0 otherwfée-
1 1f the score is obtained from Subject 5, 0 otherwise~
= 1 if the score 1s’obta1ned from Subject 6, 0 otherwise;
Xjg = 1 if the score if obtained from Subject 7, 0 otherwise;
Xyp = 1 1f the score 1s obtained from Subject 8, 0 ofherwise-
,x12 = 1 {f the score is obtained from Subject 9, 0 otherwise;
x13 =11f the score 1s obtained from SubJect 10 0 otherwise, and
”X14 = the sum of the criterion scores for each subject separately.
u:A full model for this data could be given as:
Y = by +byX; + b2X2 + byX, + bgXg + bgXe + bX 7 + bBX8 + boXg +
bio%10 * Birkyy * bygkpp + ey (19
”an‘alternative model would be: '
Y'bo+b11+b3X +b4X4+b5X5+b6X6+b7X7+b88+bX +

| b10%10 * P11¥yy * Ba¥yp * ey 0]
See Table 6 for a printout using equation 19,

From Table 6, 1t can be seen that t) = 1.10362 and t, = 4.59846;
that t values are respectively the tests regarding comparing 71 to 73
and Vk to 75. taking into account that the subjects serve as their own
controls. A similar printout could be generated using a model corre-
sponding to equation 20. Values from this printout show tl = -3.49484,
t3 = -4.59847; these t values- correspond to comparing 71 to Vé and
75 to Vé. Also, the corresponding means are V& = 13,20, V} * 17.00
and Vs * 12.00. These computed t values should be compared to an

appropriate multiple comparison table for significance.
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Using the Shortcut Method

The solution just given in the Tast
subject (except one) is separately coded using a binary codfng
Clearly, if the number of subjects 1s at a1l large, thefoodino,procedure
described in Williams (1977b) and using: T

Y= bo + b + b2X2 + b 14t e } [21]
might be preferrable. However, one difficulty with using this shortcut
procedure 1s that the standard error of the regression coefficfents

for x1 and x2 are too small due to the degrees of freedom. asyoenerated
by the computer program, not being accurate for deviation from

regression. These t values could be adjusted by multiplying by an

appropriate constant. The appropriate constant 1s; ¢ =

W
19
where MS Way 1s the mean square within (or deviation from regression)

for equation 21 and MS Wy 1s the mean square within for equation 19,
The MSwz 1s 4.09225 and MS Wi 1s §,91125. Thus, ¢ = .63203 The values
generated by equation 21 for t, and t, (comparing V to 7 and Y to ¥,)
are t1 » 1,32641 and tz = 5.52678. Multiplying t1 and tz by ¢ ytelds
corrected tl = 1.10361 and corrected t2 * 4.59845, within rounding

error of the values found earlier, Of course, MSwlg would not be
available were the researcher ustng the shortcut method, However,

MS . st where N 1s the tota) number of scores, S 1s the number

Y19 RSSHRT
of subjects and ¢ s the number of groups. The denominator can also

be found as (5-1)(g-1),

Repeated Measures Designs
Multiple comparisons also can be relatively routinized for large

data sets fnvolving repeated measures. Will{ams and Williams (1984) showed




ation of a hypotheses tést{ng process for k groups
More recently, they showed

research applic

sasured at three times for large N.

in press)'the same solutions to the problem done earlier in Williams

1980); a 3 x 4 repeated measure design with five entri
in a regression format;

es per cell was

\ade to show a problem that was not solvable

‘ortunately (or unfortunately) a solution was found, so the chapter

titled, "Problems less amenable to a regression solution.” In

jas en
two progressive]y easier

g this solution to the larger data set,

applyin
(1 e.s eas1est to accomp11sh)

solutions were found; the preferred solution

is embarrassingly close to a simple Bottenberg and Nard/ward and Jennings

(1973) solution.

perhaps the point of all of this
of regression as a techn1que to address

{s to give some comfort to those

who have struggled within the use
s they look over their shoulders and

research questions, particularly a
Insofar as 1 might be seen as

think they may never master the process.

one who has mastered this process, let me point out, I'm sti1l learning!
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The Effect of the Violation of the Assumption of
independence When Combining Correlation
Coefficients In a Meta-Analysis
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Meta-analysis is a technique for combining the summary statistics from

viously conducted research studies. Pioneered by Gene V Glass (1976)

a-analysis gives not only an indication of the direction of the results of

magnitude of the effect as well,

There are two

, studies, but provides an index of the

ra-analyses are reported in terms of mean effect size, .

ses of effect sizes. An experimental effect size is the mean of the experi-

ntal group minus the mean of the control group divided by the standard

viation,
YE ° Xc
1]
X
effect size is simply a correlation coefficient,

ES =

1ile a correlational

ES = r.

Paper presented at the American Educational Research Association, Chicago, April
1985
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t

subject or data point.::Another way of defining independence is to say that
value of a variable for a subject is not predictable from the value of a v 5,
for any other subject,

So far independence has been defined in reference to primary studies: perfor
by reseprchers who draw a random sample of subjects, measure the subjects on
variables of interest, and calculate statistics from the measured data using
their hypothesized models. The meta-analysts, on the other hand, draw a sémp
of studies usually from journal articles, record the numerous statistics
reported 1n each study, and calculate a statistic based on effect sizes or
meta-statistic from a data set of simple statistics. When jumping from the
level of individual studies to combinatory techniques, studies parallel subjects
and simple statistics parallel observations on varfables. In the frameworky
combinatory methodology, then, 1ndependence means that the value of any std
which s included should 1n no way be predictable from the value of any othe

included. statistic,

will yield more than one effect size or simple statistic., When the meta-ana

uses all the statistics available 1n a particular study to calculate the mea



e assumption of independence is violated. Landman and Dawes (1982);

size, th
‘of independence can be vicl ated i

s five ways in which the assumpgiéq

These five types of violations are as folloWS 2 e iaen

n meta-

25,
SUDJECES s o b v i o T
s in time from the ‘ ' L

“1) Multiple measures from theiéame,
2) Measures taken at multiple point
same subjects, « o o .o s . .
3) Nonindependence of scores within a single outcome
Measure, « « o e as sl - T ;
4) Nonzndependence of studies within a'single article, . . . '
an RS ;i"'; . .
5§) Nonindependent samples across articles" (pp. 506-507).
*6n1y dhe'effect size

provides the caveat that

craemer (1983) specifically
‘99)‘{n:meté¥aﬁ$f§§és. This

tudy can be used to ensure {n&eBeﬁaéhEé";(b.
that the ratio of”effect'éﬁi¢s>tbf5£u&1es'i
sumption.

ﬁ a méta-éna\ygfs\shoula{be
n order to avoid violating this as However, even a cursory review

1s that the assumption of independence is, in

\blished meta-analyses revea

seldom met,

pose
s study was to determine the effect of the violation

pution of r and the distribution

arameters were

The purpose of thi
fon of independence on the distri
ulation the following four p

the assumpt

Fisher's Z. In this Monte Carlo sim

.4 with the values specified:
o within a study (20, 50, 100),

p - the number of predictors (1, 2, 3, 5)
relation among predictors

N - the sample 81z

rho(1) = the population intercor

(Oo 3y -7)0

ulation correlation petween predictors and

rho{p) - the pop

criterion (0, .3, 7).
es were generated to conform to g11 possible

Predictor and criterion variabl
orrelated. The main

rs specified above pnd then ¢

-ombinations of the paramete
e index of nonindependence when

t was rho(i), since it was th
predictor cases.
rho(1), equaled zero, then

parameter of interes
nonzero value in the multiple

tion among predictors,

it assumed a ‘When only one predictor
ed or when the intercorrela
ce was not violated.

was us

the assumption of independen




appear in Figures 1 through 4 nespectively. In these diagrams'the G variables

criterion‘variab1es. The arrows between variables indicate the re]ationship
among the endogenous variables.\ The associated Tower case 1etters are the

standardized regression coefficients fcr path ana1ysis. The arrows which are not

Flgure 1. Path dfagram for the one predictor case.




Fiqure 2. path diagram for the two predictor case.

three predictor case.

Figure 3, Path diagram for the







e

xogenous varfation, and those coefficients are given as well,

rected indicate e
The following algorith derived by Knapp and Swoyer (1967) was used to

erate corre\ated vectors of numbers:

hosen numbers from ‘the stand
m the standard normal

ard normal distribution,

.re % = a vector of randomly ¢

7 = another vector of random]y chosen numbers “frof

distribution, and ‘

a = the desired correWation between X and Y.
the 1ntercorre1at10n among pre

Therefore, 1ndependence

In the unique one predictor case, dictors

yuld not be varied since only one predictor was present.

1 vector ‘was set equa1 to G,
nt between G and Xl {s one.

(sts in this case. Here the X ‘a vector of randomly

ates, so the path coefficie

nosen standard normal devi
t equal to the popu1at1on correlation

etween X1 and V, a, was se

he path coefficient b
Since a = rho(p), the error coefficient

,etween predictors and criterion, rho(p).

for Ywas ¥t - a2 or7l- rho(p)2 The Y vector was then create

N F
ndomly chosen numbers from

d as follows:

where 7 = a vector of ra the standard normal distribution.
nd Y were then correlated. ‘

The vectors for X1 a
generation fn the multiple predictor

A different procedure was used for data
asbandc=d. In Figure 3, 2 * bec

In Figure 2, path coefficients
geheir" j. In these

asb=c* dweand f =

cases.

and dme=f. In Figure 4,
s between any two predictors {s aqual to the product

three diagrams the correlation
tors with the generating variable

connecting those two predic
petwaen generating yariabl
yal rho(1},

of the path coefficients
a?, since all the coofficients
fFor the correlation between two predictors to eq
was set equal to 1f;;;(;§. Then all the X vectors were

or the quantity, es and

predictors are equal.
the path coefficient, a,

generated as follows:




X(i) =1/‘G +1/1 - 2(1)

R TN

The fo1lowing points concern the generation of the.Y vectors.
should be noted that each Y is a linear combination of the p predictors plus
error. ‘The weight of that combination fs ¢ in Figure 2, d in Figure 3, and

f 1n Figure 4. Second, 1t shou1d be noted that correlation coefficients can‘bya

,reconstructed‘asufo]]ows:

ryxl =c+ abd.:

e d Yhas
ryxz d + bac,

but since ¢ =d, and 2 = b -y’rhoii , the correlation between Y and any pred1

%(1), can be written as follows:

ryx1 = ¢ +’f9(1)d = c(l +2(1)).

Also since ryx1 {s an estimate of rho{p), that value can be substituted into
equation so that 1t can be solved for c as follows:
plp) = c(l + A1)
ce l’(ez
+ .
In Figure 3 fn parallel fashion, the correlations between the three pﬁg%EC‘

and the criterion can be reconstructed as follows: o




ryx1 s d + abe + acf,

ryxz = e+ bef + b?d'mv{ oy e e

rws-f+<me+cﬂ; -f:‘~ qj« CRR AR S

a=bs= ¢ Y rh0(1). and d = e= f the’correlatioﬁ“bgtwgep Y,and aﬁy

-

since

dictor, X(i), can be written as fol1ows- S e

r‘w1 «d+ Ali)d+ p(i)d = d(l + ZP('I))
is an estimate of rho(p);~that70a1ué cah'bé substitutéd into the

so since ryx
n be solved for d as follows: o

juation so that it ca

plp) = dl1 + 2PN,

d=
T+2 77(15.

t obvious parallel e jons between thé

In Figure 4 the 1as xists, The correlat
ructed as follows:

‘fve pred1ciors and the criterion can be reconst

ryxl = f + abg + ach + adi + ael,

ryxz

Pyx3 -

g + baf + beh + pdi + beds

n+ caf +¢cbg* cdi + ced,

r w { + daf +dbg * deh + ded,
s

r » § o+ eaf ¢ ebg + ech t edf,

Yxg
pwced=8 -'Vrho(1). and f=g=h-e { = §, the correlation
ritten as follows:

ut since &8 *

between Y and any predictory x(1), can be ¥
Lo p(f +ANE + AT AT f(1+ 4 200).

i
Aga!n Fyx estimates rho(p) so with the appropriate substitutions the solution
Xy .

- ryx

or f 1s as follows:




P(P) = f(l + 4/0(1)).

f.
I+ 4&;%1; .

So far in generating the Y variables -in the two three,A
cases, the weights of the combinations, ¢, d, and F, respect1ve]y, have solutio

‘But in each case a weight for the error term is needed, In the Knapp and
algorith the’ va1ue azcan be viewed as r2. thevamounf o; bar1ance accounted ’ér
s01-a?is the amount of variance not accounted for and 72—__—E~is the‘wei
the error vector, 2. ‘ ‘

JIn the three multiple predictor cases studied here, formuylas

are given below:

2 =
Ry.12 ™ /’yx1+cﬂyx2 2cP(p),

2 . .
fpazs ™ WPy 4Pyt 4Py = 24P,

¥, + f'oyxs

T IR A TP SR B o
R =
y'1€%45<,~f’9¥X1 + f/éyxz + f,oyxs + P

The Y variables were generated as follows:
Y= (Xl +X2) +7T = 2 A(p)2,
Yud(Xl + X2+ X3) +9/1 - 342(p)2,
Yo f(XL 4 X2+ X3 4 X4+ X5) +9/1 - SfP(p)2.
Correlations between the criterion variables and each of the predictors were

calculated in the multiple predictor cases




T

lue for 0 _ was arbitrarily set at .01, which was deemed sufficiently

In this formula,

The symboi, Ngs

A is the population

r
for precision in this study.
is the sample

rho(p), and was set equai to zero.

Substituting these vaiues into the e
alue that wouid

lation,
quation .

and was set equal to 20,
tions, to assume the largest v

ed . , the number of replica
that were chosen for

s for parameters, rho(p) and ng

The solution for n, “the ‘number of replications was 500.

and rho(p) and for all r and A o

,ssible among the value

study.
For each combination of N, p, rho(i),

and standard deviations were caicuiated i

ributions, the means, medians,

o

1ts ,
dard deviations of_the correiat

ors, p, when N=20

The means, medians, and stan ion coefficients

rha(p), and the number of predict

all values of rho(i),
N = 50 and N = 100 appears in

.ar in Table 1, The same information when

les 2 and 3 respectively,
and standard dev

all values of rho(1), rho(p).
The same information

jations of the Fisher's Z transformation

The means, medians,
and the

the correlation coefficients for

ber of predictors, P, when n = 20 appear in Table 4,

. N = 60 and N = 100 appears {n Tables 5 and 6 respectively.
e tables shows that when the popuiation correiation

Inspection of thes
r and the median of r hover

equals zero toth the mean of
higher or lower than the other,

2fficient, rho(p),
alue and nefther 1is consistently
value the

ound that v

when rho(p) assumes a nonzero
s a blased statistic and its dis

This ordering of the mean and the

median of r s usually larger

wever,
tribution 1s

This 1s because r i
) 1s positive.

an mean r.
wqatively skewed when rho(p

ot zero does not occur in the Fi
f 7 are better estimators :

~dfan when rho(p) isn sher's 7 distribution.
th the mean of r and the mean o
Central Limit Theorem. Both

pulation i‘

As N {increases bo
This follows from the

f the parameter rho(p).
o be better estimators of the po

he median of r and the median of Z tend t




0
230
206
126
225 -.004 -,007 002
214 3% 209 . 297
29 692 N4, 695
230 =009 013 .23 002
295 .13 L2132 .289 .305 .2 295
b 686 .703 687

0 -,002 -.00¢ ,008 007 ,004

3 203 .307 .320 | 292
Jg b b .694

8With one predictor nonzero rho(4) values are undefined.

bThis combination would generate data which are undefined.




Table 2
Means , Medians, and Standard peviations for Correla

tion Coefficients

when N = 50

_rhd(j)
. 0o 3 J
P rho(p) v Mdr ~;SDr ;i T fﬁMdr‘“ SDr ,r  ;;m Mdr SDr

1 o .000 -.001 4
3 .303 .305 .128

;7 .697 705 ,073
2 o - .005 .000 142 ?£m~n®3 .MO‘VJM .WSRJM

3 .294 ,307 A3 : 300 .305 131 304 305 130
7 .697 .705 075 ge4 .703 076 696 703 .069
o .002 001 139 007 003 .45 ,001 -.002 142
294 3001 130 295 .300 130 .295 .300 .136
696 .703 075 694 700 ,076

5 o ~-.002 -.001 143 -.006 -,009 144 -.005 -.007 A4

3 4299 303 129 .300 .305 ;129 ,295 300 .128
7 b ,699 .705 .OM

d4th one predictor nonzero rho({) values are undefined.

bthis combination would generate data which are undefined. -
'l




Table 3

Nhen N = 100

p rho(p) Mdr ,SDr

1?0 .08 .005
3 .299 303
7 .698 701
0. .004 .003 - ! <101 009 .012
297,303 .3 AJ! 091,303 .303
700,704 v 03 ..053 ,699 703
=005 -.009 ,098 .., 24102 -,001 -.000
+301 305 , 4092 300 302
b S 050  .695 -.699
=102 -.002 100 -.003 -.002

295,298 2,093,302 306
b 699,702

With one predictor nonzero rho(1) values are undefined,

Thfs combination would generate data which are undefined.




Table 4

Means, Medians and Standard Deviations for Fisher s Z T;ansformat1on

e

of the Corre]ation Coefficients When N = 20

rho(1)
0 .3 .7
p rho(p) T M, Sy, T M, Sy T Mdz 'sp,
1 0. .016 .007 .243
3 317 .33 233
.7 .885 .879 ,237
20 002 .011 .238 -.004 -.007 .235 . .002 -.004 247
30327 .327 .246 321 309,240  .323 .321 .242
7 873 .864 .242  .890 .895 .241  .893 .887 .230
3 0 .001 .003 .244 -,009 -,013 .246  .002 -.007 .241
3321 324 244 313,315 204,321 327 .242
7 b 879 .874 242 880 .873 .24
5 0 -.002-.004 ,246 ,009 .007 .240  .004 -.001 .233
30,319 .39 248,334,331 240 316 .313 .23
J b b 891 ,895 ,229

8 ith one predictor nonzero rho(f) values are undefined.

bThis combination would generate data which are undefined.




Means, Medians, and S;?ndard Devjétionﬁ‘for Fiéhér'§*zf’ransformation

of the Correlation Coeffiéiénté‘WHéh N‘= 50 .

]

rho(p) Z M4, sD,

,001 -.001

319 315

876 877
,005 000 -.001 -.003
309 317 316,315
877 877 870 873
,002 001 007,003
309 310 310,310
b 874 874
-.,002 -,001 «.006 -.009

3,315 313 316 315
i b b

0
3
J

0

3
7
0
3
7
0

®With one predictor nbnzero rho(1) values are undefined.

bThis combination would generate data which are undefined.




Table 6

)

Means , Medians, and éfahdafd&Déviétaows for Fisher;s Z Transformation 2

of the Correlation Coefficients When N = 100

rho( 1)
0 3 ‘ A
o rolp) T Mg SO, T M % 7 Wi, SO,
1 o .008 ,005 .10
30 .31 313 a0 | y
. .870 .869 .102
» 0 .004 .003 .01 ~-.008-.009 .10 ,009 .012 .098
3 309 .32 00 317 .38 .00 .36 .313 098
7 .74 .875 .00 .873 872 .104 .872 874 .094
3 0 -.005-.009 .099 .002 .002 .103 -,001 .000 ,098
4 .33 .15 02 316 315 103 313 312,097
7 b 870 .869 .097  ,863 .865 .097
5§ 0 -.002-.002 .00 003 .001 .101 -.003 -.002 .10
3 .308 .308 .03 309 .31 102 ,316 316 105
J b b 871 .872 100

84ith one predictor nonzero rho(t) values are undefined.

bThis combination would generate data which are undefined.
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parameter, rho(p), as N increases as wall, Both the mean and the median are on

sistent estimators. It should be remeabered here that when r equa]s zero
3

#

Z also equals zero, However, when r 1s 3, z is 31 and when ris 7 Zis

mean Z, ‘median r, and medfan Z over levels of rho(i) or 1eve1s of'p Thus se

i

of
the population parameter, rho(p). This is, of course, on]y for the case when he

to indicate that nonindependence of tts data does/not affect the estdmat1on
same parameter 15 being estimated by 211 the data.,
known expected values in the cases when independence is not vio]ated

distribution, the standard error of ¢ can be found by substitut1ng the values

for the parameters used in this study into the following formula:

2,2
a; - y‘il.:.ﬁZLEL_L_ |

Therefoke the standard error of r when rho{p) 1s 0 and N is 20 is approx1mate1

+224, "The standard error of r when rra(p) 1s .3 and'N is 20 is approx1mate1y¢ 204
The standard error of r when rho(p) 13 .7 and N is 20 is approximately ,114.
rho(p) 1s 0 and N s 50 the standard e¢rror of r 1s approximately .141. When'Eho(p
1s .3 and N 1s 50 the standard error ¢f r 1s approximately ,129. When rho(p) |
and N 1s 50 the standard deviation {s approximately ,072. The standard erro
when rhb(p) 1s 0 and N 1s 100 1s .1, The standard error of r when rho(p) is
and N 1s 100 s approximately .091. Finally, the standard error of r when rho (p)
.7 and N 1s 100 1s approximately ,051,

Inspection of Tables 1, 2, and 3 shows that all the standard deviations‘af
close to their expected values. The targest deviation of the standard deviati

from 1ts expected value was .015 and that was in an independent case. This

deviation is of no practical concern. There is some improvement as N increases




;e standard deviations are consistent estinatons,wbut there are no apparent

¢

‘es over Jevels of rho(i) or p.

For the Fisher's Z distribution, the va1ues of theAstandard deviations can

x,g\,.

und by subst1tut1ng the va\ues for the parameter used

‘011owing formula: Dl

Gy * . ‘
AT S
sfore, the standard error of Z when N 15 20 s approximate]y 243.
Fina11y, the standard

The

jard error of Z when N is 60 is approximately 146

r of Z when N is 100 is approx1mate1y 102 e
Again inspection of Tables 4, 5. and 6 shows that all the standard deviations

very close to thelir expected values. There is some improvement: in the estimates

| increases, but there are no apparent changes over either levels of rho(i) or p.

:lusion

The general conclusion, then, is that nonindependence does not affect the

imation of efther the measures of central tendency or the standard deviations

- correlation coefficients and for Fisher's Z transformation of the correlation

fficients when the same population paremeter {s being estimated.
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b

wnenever a phenomena 15" observed over”t%me it is often seful to searcﬁyl

for temporal patterns Witin' the data.“@’fcon”ﬁ*‘ﬂts"have**?‘éﬁ%ie Stock market

prices, sociologists have examined“pobu1atfdﬁ%]eve1s’ and psycho]og1sts hav

investigated changes in the fncidence of depression.

For such purposes, a.

variety of time series analysis procedures‘have been deve]ooed jderived primar11

from the theory of multiple regression. These techn1q4es require data gatnered

from at least fifty time periods (McCleary and Hay, 1980, p 20) S1nce

arcnival data covering this many time periods is not as connwn]y collected
in education as in some other fields, these mathematical approaches are no
as widely used in educational research. It is the purpose of this paper to

11lustrate such an application, using undergraduate grade point averages.

Y ™

single group of pupils 1s not often evaluated fifty times on tne same var1ao]
as would be required for a time series analysis. However. a meaningful time
series can be realized by obtaining the average grades g1ven during each Ofv
the grading periods across a lengthy time span. For about the last half X
century, many universities and colleges have adopted a 5-point grading scale,

537

using either the letters A through E or the numbers 1 through 5. Some of tne"

institutions calculated, at each graiing period, the average of grades awarded‘
to their students, with the intent of maintaining reasonable consistency in
their grading standards both among their departments and across time.
Approximately f1ifteen years ago, reports began appearing that a conspicious
increase was occuring each year in the grading patterns at many institutions
(Birnbaum, 1977). Although that pattern appears to have abated during the

past few years (Suslow, 1977), grades remain at a noticably higher level than
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Whenever a phenomena is observed over time, it is often useful to se
for temporal patterns witnin the data " Economisteihavey§?udied stock mar
prices, sociologists have exahfaéd{poau1si1oﬁ‘159515, and‘psychologists have
investigated changes in the incidence of depression. For such purposes;
variety of time series analysis procedures have been developed, derived pr
from the theory of multiple regreeslon. These techniqaes require data gat
from at least fifty time periods (McCleary and Hay, 1980, p. 20). Since
arcnival data covering this many time periods is not as commonly collected
in education as in some other fields, these mathematical approaches are no
as widely used 1n educational research. It is the purpose of this paper to

11Tustrate such an appliication, using undergraduate grade point averages

Although educational 1nst1tutlons evaluate their students each term, a
: m‘?%‘;
single group of pupils 1s not often evaluated flfty tlmes on tne same vari ole,

as would be requlred for a tlme series analysis. However. a meaningful‘t%
series can be realized by obtalnlng the average grades given during each

the grading periods across a lengthy time span. For about the last half
century, many universities and colleges have adopted a 5-point grading scale
using either the letters A through E or the numbers 1 through 5. Some of
institutions calculated, at each graiing period, the average of grades away
to their students, with the intent of maintaining reasonable consistency in:
their grading standards both among their departménts and across time.
Approximately fifteen years ago, reports began appearing that a conspicioue
increase was occuring each year in the grading patterns at many institutions
(Birnbaum, 1977). Although that pattern appears to have abated during the

past few years (Suslow, 1977), grades remain at a noticably higher level than’




.

to the increase.

A variety of factors have been suggested to explain the phenomena of

ge fluctuatfon (Birnbaum, 1977), but there has been
Rogers (1983)

tutional grade avera

.k of data that support the proposed explanations.

ned several independent variables (demographic and economic) for the

ibility of explaining temporal variation over an extended time frame,

found each of them lacking in explanatory power.

Any "explanation" of a pnenomena implies that the phenomena can be

“lathematical models, and regression models in particular,
iterature

sately described.

appropriate for such a description, but an exam1nation of the 1

asts that most authors rely solely on visual graphs rath

ematical modeling. It was the purpose of this study to use a stochastic

series approach to generate mathematical models that might appropriately

ribe the entire sequence of grade point data.
Method

v

e
Grade point average data were collected from two midwes

For the first, hereafter called Un1versity A,

This data 1s plotted

tern univeksities

about a fifty year span.
1 was collacted for each year from 1929 through 1982,

1 time series plot in Figure 1. For the second institution, hereater called

ted each year from 1932 to 1982, except for the

versity B, data was collec
plotted in

rs 1943 through 1946, when no data was available. This data is

jure 2,

cedure

These data were analyzed with the time series analysis procedures

yught together in 1970 by George E. P. Box and Gwilyn M, Jenkins, in thelr

Jume entitled Time Series Analysis: Forecasting and Control (revised

er than employing




1929 1940 1950 1900
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Figure 1. Grade Point Average (GPA) at University A.'by year, frbnfg

1929 to 1982. (Prior to 1944 the data is for the wholevi;
' ‘ e

year; afterward it 1s for fall term.)
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edition 1976). These Auto-Regreisivé Ihfegrated Moving AVefége (ARIMA)
models (often referred to as "Box-Jenkins" models) require'a‘large amount

of data. However, when data are collected over an extended‘time period

in this study, there is the possibility that the social ﬁeaning of the
could change over time. Thus, it becomes difficult to aésign the same
interpretation to the data at the beginning and end of tﬁe series. Non

theless, the study of temporal patterns is an 1ntrigding one, and with the

deve]oprent of appropriate computer software, the Box-Jenkins methodsoh

become availab]e to a mucn wider audience.

McC]eary and Hay (1980) have prepared a treatise designed to encou

BSVE L
the use of the Box~Jenkins analysis for social science data, and to explicab

strategies for both analyzing the data on the computer and presenting the

computer output, Their strategies undergird the analysis in this study

The data was processed on a Harris computer, using MIN&TAB (Ryan, et al.
1982), Other approaches and other computer programs cou]d have been ‘used,
but this was the one available for this project. The reader will need to

interpret the methodologfcal procedure of this study in that light.

autocorrelation (PACF) of the time series. The graphed ACF and PACF,fé

both of the Unfversity time series are shown in Figures 3 and 4. The ACF 1is
a set of correlations, each one of which represents the correlation between
the original sequence and {tself when 1agged ‘

k units. For observations close together, e.g., 1 or 2 lags, we most éften
find a higher correlation than for observations further apart, as is typifie

in Figures 1 and 2, where the correlations are slowly dying out as the 1é§s
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Estimated ACF and PACF for GPA.

0 -0.8 0.6 -0.4
pommmpommmpmmm =

Autocorrelati0n§

;}

ouw ‘?m @ﬂf‘\« g;_:.‘. By

XXXXXXXXXXKKXXKKXXXKXX *”
T XXXXXXXXXXKKXKXXKXXK
T RXXXXXXXXXXXXXXK
XXXXXXXXXKXXXXX
XXXXXXKXXXXXK
CXXXXXXXXXXX
TUUXKXXEXKKX

XXXXXXX S e et et

XXXX : ,
xx : e
o Ll e
XXX ey
XXX e

XXXn et g

XXX
XAX

Partial Autocorrelations

~0.2 0,0 0,2 0.4 0.6 0.8
+—~--+«--~+~~«~+~w~~+———m+

XXXXXXXXXXXXXXXXYXXXXXXX
XXXXX

Unfversity A.

&XXXXXXXXXXXXXXXX§XXXXXXX,Wm*;'

1,0




%1né¥éése:5”fhis dying ol
tenent of the ARIMA mode] . \ ’ : N i’

system declines over time. (Note that this is just the" opposite of a time

series of a bank savings account where, assuning a ¢ons tant interest’ rate,

the compounded interest ‘from the first dollar tnvested s

‘always laﬁger; _
than that from any subsequent dollar invested.) When the'data is prope?ly

modeled, the residuals (errors resulting from the‘mode]).Shod]d be’foﬁdomiy

distributed, and thus yield an ACF with with values that’ are all statist1cof1y

non- significant. The goal of the Box Jenkins approach is to find such a

model.

The Box-Jenkins approach is a three stage procedure ‘to build a model,:

consisting of IdentificationJ”Estimation.!and Diagnosis. ‘Each of these

b

will ‘be 111ustrated 0 the following ana]ysis. The cycle 1terates until an

1nterpretab1e solution {s found.

University A

Identification.

-~ An examination of the ACF of the raw data (Figure 3) shows that the ACF

falls to zero s1ow1y. indicating that there 1s a strong systematic trend in

e
¥

the data. The most common method for removing this trend is to transform ?

the data by replacing each observation with the difference between it and §b§

preceding observation. When this differencing transformation is comp]ete,'ﬁ@ '

ACF 1s again computed, Figure 5 shows the ACF for the differences. The valubs

are much smaller, indicating almost random data. However, there are some

spikes, which may be due to sampling error or to some systematic process, so

further analysis is required.

The PACF 1s interpreted similar to the ACF, except that each value is

the correlation between observations k units apart after the correlation at
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intermediate lags has been control]ed or fpartialled out" The PACF in Figure

3 shows a single spike which may be the result of what is caiied a moving
Dl

average (MA) component. This moving average component can be conceptua]ized

as a random “"shock" which is added to each observation to obtain the predicted
value for the next observation. ‘ t“ A

The distinguishing characteristic of a moving average process is the
finite duration of the shock. The shock persists for q observations and
then is complete]y suppressed (McC]earv and Hay. p 61) Such a “shock"
might be the resu]t of the new grades that'are added each term for each
particular student. Since the majority of students wil] 1eave the institution
after four years, the impact of any particular student will vanish when that
individual leaves, ‘

From the ACF and PACF we can now tentativeiy "{dentify" the mode] as an
ARIMA (0, 1, 1) The zero indicates that there is no auto regressive (AR)
term, the middle 1 indicates that differencing is to be used (this is the
Integrative (1) term), and the last 1 {ndicates a moving average (MA) term.
Estimation.

when the estimates of the parameters were computed. it was found that
the (0, 1, 1) model produced a t-value of only 1,23 for the MA term. Since
this value was not statistically significant at the .05 lavel (nor anywhere
near there). the model was rejected, and the procedure returned to the
identification stage.

Identification.
It might be useful at this point to emphasize that since the estimated

ACF and PACF are based on very small samples, they are subJect to relatively

Jarge sampling errors. Consequently, any {dentification 1s very tentative.




difference scores. Figure 6 shows the resulting ACF and PACF‘”‘They appear

more 1nterpretable, suggesting 2 (0, 2, 1) mode1. An ewami ation of F1gure

' sErw Bdyody
also suggested that the variance was not constant across time.

to correct this. alogarithm1c transformation of the data was. perforned
crtsi g o

Estimation.
Table‘ 1 shows the results of estinating thek(oﬁ 5‘“1§¢h33;1' The movir

less than the .05 level.

Diagnosi
The simp]est diagnostic procedure is to compare the resu]ts of tne givex

mode1 and a]ternative models. In this way, it can be shown that a particu]ar

model 1s optima1 in that neither a s1mp1er nor a more comp1ex model w111
suffice. The simp]er ‘model (O. 1. 1) was already shown to be 1nadequat'
The more compIex model (0, 2, 2) ylelded a statistically 1ns1gn1f1cant secon

&
A term. $0 1t was reJected. Tne (1 2, 1) model was also tested, but the

e b e

AR term was 1nsign1f1cant. Thus. the ARIMA (0, 2, 1) model was accepted as
the "bast" fit.

The equation generated by this procedure can be conveniently written

in the following form: (1- B)2yt « (1- 97678)a where B is the backshift

operator, and a, 1s the random-shock elaement (McCleary and Hay. (1980), )P- 4*
T

64). The backshift operator {s defined as By, = Yeoq and follows the usual”
algebratc rules. The operator (1-B) represents first differences and (1-8)2

SR

represents second differences.
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Table 1. Parameter estimates for"fhé”ARIMA“YOZ“é.f'“:-"ly) nbde'll‘.-“-"»*:Ur‘ﬂ versit)

Seoh R 3 o ) o @ i
L : LN S R

FINAL ESTIMATES UF PARAMETEFS -
NUMBER ' TYPE ESTIMATE ST. DEV. T-RATIO®
1 MA 1 0.,9767 0.043¢% 22.2¢6

DIFFERENCING. 2 REGULAR

RESIDUALS., 8y = 0.0191:86 (BACKFORECASTS EXCLUD
If = 51 M5 = 0.,0003751
NO, OF ORs, ORIGINAI SERIES 54 At TER DIFFERFNLIN

Table 2, Parameter estimates for the ARIMA (0, 2, 2) model,

FINAL ESTIMATES OF PARAMETERS

NUMBER TYPE ESTIMATE 8T+ DEV, T-RATIO
1 MA 1 1,1475 0,1224 930
2 MA 2 -0,5302 0.1220 =435

DIFFERENCING, 2 REGULAR

RESIDUALS 88 0,0429018 (BACKFORECASTS EXCLUDED)
DF = 43 M8 =  0,0009977 , -

NO. OF OBS, ORIGINAL SBERIES 47  AFTER DIFFERENCING




.

The random shock element a, is the stochastic component in the equation.
the ARIMA model this moving average component can be shown to be mathe-
ically equivalent to the exponentially weighted average of a]] previous
ervations (Pankratz, 1983, LE 49, 109; McCleary and Hay, (1980) p. 63)

University B
ntification.

An examination of the estimated ACF and PACF of the raw data (Figune 4)
.gests that this data is also non-stationary and needs to be differenced.

single spike on the PACF suggests a (0, 1, 1) model.

The (0, 1, 1) model produced an estimate of the Moving Average parameter
n a t-value of .23. Since this was far from statistical significance,
ifications needed to be made, Second differences were used, since the
a appeared to approximate a quadratic trend. The’(o 2 i) model produced
arameter with a t-value of 11 12, which was highiy significant.mu

gnosis. ‘*3“7 :
The model was first diagnosed by comparing 1t with a more compiex mode1.

ordingly, a (0, 2, 2) modei was tested. 1t produced significant t-vaiues

both MA paramaeters, as shown,in Table 1. ‘To’ compare the‘t: Amodeis.,the
n squares of the residuals was computed. The (0, 2, 1) modéif&iéided”

.0011274, white the (0, 2, 2) model yielded MSR = .00099775 Finally,
l, 2, 2) model (yet more complex) was testad, but 1t yielded WSR .
11641, Consequently, tho (0, 2, 2) model was favored, since it yie1ded
- smallest MSR. ’ . .

The ACF and PACF for the Residuals of model (0, 2. 2) arelshown in

ure 7. No spikes are shown at lag 1 or any other iags. The residuals

»
.ear to meet the diagnostic criteria, so the model is accepted.




R R B
Autocorrelations

-1.0 -0.8 '006 —004;-002

e e

0,157
3 -8:088 : : R
3 -0.098
4 -0,023
5 -0,122
& -0.074
7 -0.,131
8  -0,065
9 -0,055
10 ~-0,094
11 -0,012
12 04125
13 0.152
14 0,064
15 ~-0,086
16 -0,013
Partial Au;ocorrglations R IR TR
=140 ~0.8 -0,4 ~0,4 ~0,2 040..002 ..0,4 0,6 .0.8
+-;--+----+-,;-+----+---_+----+-;J-'--__ —— e
1 04157 . LXK f\- ~+wx i
2 -0,082 XXX ‘
3 -0,078 XXX !
; 0.001 X )
-0,135 « Hir
& =0,04% gl J i
7 -0,131 XXXX 2
g ~0,06% XXX
-0,079 : XXX e e
10 =0,142 XXXXX »
11 -0.034 . . XX : i
:2 0,059 XX
30,065
14 0,003 XXX
15 =0,123 XXXX :
16 0,002 ' x

Figure 7. Estimated ACF and PACF for residuals from Ar{mq (0, 2,2)
model. University B.




~

U ST

ia

Conciusion

This paper has sugges ted that meaningful mathematical models can. be
created to describe the time series of changes in the yearly grade point
average at a university. The models are very ‘tentative, part]y because of
the small number of available observations and also because of their relative
complexity. ‘

while this paper has not answered the questions about the so—caiied
"grade infiation." it has indicated that a mathematica1 “description of the
time series of grades is sufficiently complex to suggest ‘that no simpie
answer may suffice. The data is unstationary, as shown by ‘the need for
differencing. It further appears to be best modeled by an approach that
postulates random shocks that persist for only a finite time, yet each of which
can be represented as an exponentially weighted average of all previous |
observations, This perhaps reflects both'the influx of new students and the
persistent effects of traditional grading practices.

Data for this study was available for only two {nstitutions of higher
education, 8o the generalizability of the results 1s limited. Studies uith

data from other institutions would serve to {ndicate the existence of general

pattarns across institutions.

The model can be convenientiy written as (1-B)2yt- (1 - 1.14758 + .530282)at.
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pany the Presentation:

Multiple Regression Analysis with”," .7,

Dichotomous Outcome Variables: Issues and Exam

Ric Brown

California State University, Fresno

OVERVIEW

The purpose of this 'applied' presentation is to demonstrate the use of
multiple regression analysis in situations where the outcome variable .is
dichotomous and the predictor variables are intervally ecaled. ~The more com-
mon procedure in this situation is discriminant function analysis, . However,
Cohen and Cohen (1975) state: ) Ly
"A few moments of reflection will make it apparent that for the special

case where two groups are to be discriminated.... the analysis.re-

duces to a single MRC for a single dichotomous Y (which can be coded

1 - 0, or with any othar palr of different values), The MRC analysis

is mathematically and statistically identical with a CA when p=1;

hence, 1& fs identical with a DA for 2 groups, R}.12...k equals the
(sole) Rc(-nt1) and the multiple regression equation is proportional to
the discriminant function and hence perfectly correlated with it(p.442)."

R

Mathematical formulations can be found in Tatsouka (1973).

Isaues regarding the use of the general linear model (discrim}ﬁaﬁt;;unction
or multiple regression) with qualitative.variables is beyond the scope of this
presentation. Press and Wilson (1978) argue that logistic regression is pre-
ferable to dlscriminant: function analysis when one or more of the discriminating
variables is qualltative, However, they also state a preference for discriminant
analysis estimators "if the populations are normal with identical covariance
matrices." o it et

*Note: Also see Myers, M., Templer, D., and Brown, R. (1984) . Coping ability of
women who become victims of rape. Journal of Consulting and Clinical

Pesychology, 52 (1), 73-78.
Paper presented a; the American Educational Research Association, Chicago, April,

| .

19¢




investigated five domains: psychosocial- competency,’
drug use, cognitive resources, and physical ability.’

Intelligence Scale-Revised, but they scored lower on the Achievement via Inde-
pendence Scale of the California Psychological Inventory. Physical ability
attributes were not associated with rape vulnerability (see article)

Points: Tk IR IT PR E I S

1) choice of the stepwise model
2) acceptability of the regression approach to journals
- 3) - presentation of the data

‘EXAMPLE 2 ;

"~ The problem of unwed adolescent pregnancy has been studied in the past
primarily as a symptom of individual psychopathology. These studies yielded
equivocal results. Gtadually, the broader social context of pregnant teenag rs’
began to be studied. Past research pointed to the 1mportance of the family i
contributlng to tho ptoblem.‘ X

The objectives of this ltudy were to 1nvoatlgato whether family variablesm
could discriminate between the families of unwed pregnant and non-pregnant t ens
All teen subjects met the research criteria of being unwed, under eighteen years
of age, enrolled in local high schools, and living with their families of origi
Thirty-one pregnant teen families and 28 non-pregnant teen families comprised' j
the study sample. Each subject completed the Moos Family Environment Scale F
In addition, each parent completed a questionnalire which included 'a problem:
checklist, demographic information, questions about the teen's dating behavior
and recent family structural changes. |

The hypothesis that incongruence of perception and other family adjustment .
variables could differentiate the two groups was explored., Pregnant teens were .
found to have longer boyfriend relationships and fewer problems as rated by the
parents. Thelr family's perceptions were more congruent regarding cohesion and ;
mothar/daughter interaction, but less congruent in terms of family conflict
(tables 1 and 2).

Points:
1) choice of full model




Means of Variables by Pregnant/Non-Preanant Groups

el e et

vVariable

Group

Pregnant
(. (@2

Length of Boyfriend Relationship(mos.)

Conflict Incongruence

Number of Problems

Control {ncong:uence
Coheaion Incongruence
Organization Incongruence
Mothet/Daughter Incongruence
ramily Changes

Independence Incongruence

10.20 3.20

3.93 hAi " 2.56
.8 1.70 a
2.6 2.1;
3.26 4.0
3.6 3.25
28.23 33.0’ |
1.63 1.;6 :




b L.

ummary Table of the Regxeséioﬁ,nn;iysisrﬁitﬁ'
of Perception and Other: Family Variables

piu

Independent Variables . . ... . .. . ,n 'r§;i§~m§¥@Pg§§Q

Length of Boyfriend Relationship ‘ ) T s f’ ey

PRI N S

Conflict Incongruence

Total Number of Problems

Control Incongruence

Cohesion Incongruence

Organization Incongruence

Mother/Daughter Incongruence

Number of Family Changes

Independence Incongruence




EXAMPLE 3

D SRS A S & AR .

This study examined the effects of acculturation on adolescent development,
specifically focusing on daydreaming as one.aspect of coping and adaptation.
An investigation of two samples of acculturating’ (Hispanic and Native American)
and acculturated (Caucasian)uadolescentsﬁrevealed,two,variablesfthat, in com-
bination, significantly differentiated the two groups. These two variables,
fear of failure daydreams and distractibility, suggested that acculturating
adolescents were more likely to report guilty and fearful daydreaming themes and
‘less likely to report concentration difficulties ‘than their ‘acculturated coparts
(tables 3,4 and 5). L R T

Points
1) choice of the stepwise model R .




Point Biserial Correlations of Daydreaming Variables
with Acculturation Index :

;V;:iéblesi} u“ e

;Frequency

Absorption in Daydreaming o Lo
Acceptance of Daydreaming

Positive Reactions

Prightened Reactions

Visual Imagery

Problem-Solving Daydreams .
Future in Daydreams

Bizarre and Improbable Daydreams

Mind Wandering

Achievement-Oriented Daydreams
Hallucinatory-Vividness

Fear of Failure Daydreams

Hostile Daydreams

Guilt Daydreams

Boredom
Distractability
Table 4
Summary:Table of the Stepwise Multiple
Regression Analysis with
Acculturation as the
Dependent Variable

Independent :
Variables Multiple R R 8quare Change in R Square “8imp

o ok e

Fear of Failure

Daydreams (DM) .33 .11 A1 JE T
Distractibility
(DQ) 42 A7 L06% -

*Variables beyond this point did not slgnificantly account for additional
betwoen group variability (PC<05).




' Table 5
Acculturating ‘vs. Acculturated Group Means
on the Independent Variables

Variable Accﬁlturating(1) Means Acculturated(2)
Daydreaming ! e

Frequency ‘ T 35,38

Absorption in Daydreaming ..., 52,67 .

Acceptance of Daydreaming . 30,82 .

Positive Reactions ‘ 30.59 e

Frightened Reactions 38.88 )

Visual Imagery 32.76

Problem~Solving Daydreams 30,03 .

Future in Daydreams 30.71 ’ .

Bizarre & Improbable Daydreams 41,38 e Bf

Mind Wandering 32.32 s e

Achievement-Oriented Daydreams 37.44

Hallucinatory-Vividness 40.68

Fear of Failure Daydreams 34,68

Hostile Daydreams 34,15

Guilt Daydreams 41.85

Boredom 41,32

Distractibility ) 36.26

NOTE: A high score on each daydreaming scale means that respondents disagreed
with the scale's major theme. For example, a high score on Fear of
Failure Daydreams means that the subject reports few fear of failure
daydreams,
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Significant Interaction: | Got What | Needed  *

Keith A. McNell and Gall 8mith

Dallas Independent School District

~Backqround .

The impetus for this paper was a discussion during last year's
/SIG presentation (Hoedt @ and " Newman, 1984), ° Isadore Newman was =
icussing a test of two lines of best £it being conaidered as one when '
alluded that this could also be congidered a test of the difference
ween two correlation coefficients (since the data within both groups
| been standaridized.) The discussion awoke the interactive mind of
. first author., Why are interaction hypotheses hinted at “on-so many
nts, but 8till remain elusive, misunderstood, and underutilized? The
.ent to which interaction ‘hypotheses ‘are utilized sin the literature
\ame the focus of a paper wWritten by the two authors ‘earlier this year
Netl and Smith, '1985).+A full year's issue of ‘Urban 'Education and the -
irnal of Research and Develo t ‘in ‘Bducation wera rev d by the two ir
-hors, - Of ‘the S articles, 36 ~were - essay ‘or. review tarticles ‘not -
ataining statistical ‘analyses, J0f 'the 19 remaining articles, 386 tests -
aignificance were computed, with only.dd ‘Anteraction hypotheses being
jted. The presence .(Y¥) or absence i(N) of ‘each’aspect ‘of ifour ‘grucial -
p3 was determinwd for .each :of ‘these 44 interaction iinstances.: The
ttecn of Y/N responges is presented in Table 1. DA T

In only 8§ out of the 44 instances (Pattecn 'A) "aid the ‘author ‘follow

o four steps: 1) ~identify :the interaction hypothesis sidn - the
recatute, 2) specify the  interaction i-hypothesis 7143) "'test - the
teraction hypothesis, and '4) _correctl interpret .the “{nteraction

vothesis. There were 8 instances of Pattern :C,%wherein the author. -

lontified in the review of ‘literature juicy interaction hypotheses, but

Lled to cacry through, Pattern D represents the :.computer soclety,

\azeln the canned computer - program ‘automatically :aprovides .the
taraction test so the author feels obligated to interpret the results,

at is equally disturbing is "the last  two bins, i Pattern E,.: "Here . )

weraction is not discussed until the interpretation stage ~- food for
nought. i ' -

'aper presented at the American Educaciohal Reeearch’Assoéiation. Chicago,
wpril, 1985 ' - " ‘
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Review of Multiple Linear R essidn vi .
Applled Interaction Studies ...

Interaction hypotheses can” easily be - teste  within the Multiple
Linear Regression (MLR) approach, .and there -has .been a history. of , MIR
being taught alongside *complex behavioral science models incorporating
{nteraction and non-linear variables (%elly, Beggs, and McNelil, 11969
Praser, 1979; Bottenberg and Ward, 1963). It was therefore ;predicted
that a higher percentage of _interaction hypotheses would \;Lappea‘”r'jj in
multiple Linear Regression Viewpoints, (the jou ‘nal of SIG/MLR) than in

e two journals previously rev . SRS
when the predictors were used to predict the criterion
"for the experimental and control groups separately,’
apparent differences were found in the two regression .-
equations, It was these differences that led to the'’

way of exploring the differences statistically."”
(Dinero, 1976) "

So begins one of the few research sﬁudies‘v}hich tests an‘; mtéifgééion

hypothesis in a meaningful way., All issues from 1975 through ‘1980 were
reviewed, Only nine applied studies were found, with 49 of the ‘506 tests
of significance involving interaction, Of the five gtudies iwhich did
consider an interaction hypothesis, two studies fit Pattern B . (10
interaction instances), one pattern P (28 interaction instances), and two
pattern D (11 interaction instances). In no case did the researcher
include all four of what we consider to be crucial steps. Mditionally,
the percentage of interaction hypotheses is lower in vigggigints “than in
the two applied education journals discussed earlier. This nding is
particularly disconcerting because much has been written in vi ints
about interaction and how easily one can test it within tﬁe MIR
framework, The following (selected) review is intended to .once .again
reinforce these interaction notions. Praser (1979) provides a
comprehensive approach to research with MLR, Researchers who haven't
"interacted® within the last five years ought to reread the article, .’

Raview of Multiple Linear R ragsion Vi ints'
Tot ;ntouct!on gommnEu

Why 8o few reseacchers test interaction questions remains a pdizle.
All canned ANOVA computer programs routinely provide .a test for

{nteraction. All stat texts discuss the concept, most in a negative ‘

light though. (The Kelly, Beggs, and McNeil (1969) text had the audacity
to place curvilineac {nteraction on the text's cover,) Of most relevance
to the mambers of SIG/MLR is the paucity of good applied  interaction
studles outside our Jjournal. mis is particularly disconcerting given
the extensive discussion by numerous authors in Viewpoints. Upon
rereading the early volumes of Viewpoints, we were astounded at the
frequency and quality of interaction E%scussi.ons. pesiring the work of
these early "interactive ploneers" to not remain shelved, we will quote
liberally.
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Oonstruction of interaction variables L |
‘An interaction .variable Is reflected iin!MLR.as:a .product of two

variables, If both variables ‘aredichotomous then traditional - ANOVA,
..designs are being reflected. If one of the variables is dichotomous and
..Ehe " other continuous, then a difference - between ‘groups  is' being
+ ‘considered (evaluating "the question of :homogeneous - slopes .{Jennings
" 1972) or the difference between ‘two correlation «coefficients [ Hoedt w;ané
. Newman, 1984]). It has been shown that in the test for homgenéiti}}of
regression slopes, both methods of calculating analysis of covariance -

- traditional ANCOVA and MIR -- are exactly the same (Newman and iFry
1972). (See also Jennings, 1972 and Williams, Naresh; and Peebles, 1972,)

If both of the variables are continuous then "continious
interaction” (McNeil and McNeil, 1975) or moderator variables are being
investigated. Moderator variables *lend somewhat ‘limited supoort for the
use of more complex models, ' Moderators': improve preciction by
acknowledging possible interactive effects of ‘the moderator variable with
other variables in the regression anlaysis.®:.:(Reed, Feldhusen, and van
Modfrans, 1971) - BRIUREEE ST R N PO S
If the variables are actually the same variable, then a higher order
_.effect (curvilinearity) is being implemented. .. This extension . of
“{interaction into curvilinearity was first brought to the senior author's
atttention by Jack Byrne during ‘his .Doctoral .prelims, Dinero AL9TT
later makes the connection: "Now thatione has decided to use interaction
terms in his prediction model, -he 'has to decide which ones to include,
The predictors -raised to the firsts . _these 'variables uared or

R

o 8 SR
s B also reiterates:the ease and value of conceptualizing
+ , research within the MLR approach, "’*Once -a 'researcher understands how to
. generate interactions, more -avenues “of - investigation are open, ¢+ The
. ..tegression model brings with its ‘flexibility a ‘set of decisions many
. ‘researchers in the past have either ignored or been unaware of," ... .

“Interpretation of interaction ' : AT
md interactions because - of interpretation
roblems, Here is what Viewpoints authors have to say about .the
nterpretation issue, . S TR

r .

i

*A significant interaction hampers the {nterpretation of
main effects, but the positive view is that a significant P
test of interaction tells us how to appropciately limit our
generalization® (Spaner, 1977).

"A final word of warning is that second and higher order «
interactions must be interpreted with great care, if:
meaningless or erronecus conclusions are not to be drawn
from research data," (Brebner, 1972) ;

*In general, significant three-way interaction is seen to
raeflact different two-way interactions: if the aARC
interaction 1is significantly different from zero, then
either AB varies across C, AC varies across B, or BC varies
across A, In any case, these differences would be manifest
by significant cross-products of the standardized
predictors,” (Dinero, 1977)




-
-

"Indeed the value of need for interaction tests has been .
grossly underemphasized “in MLR studies. I suspect that
this phenomenon arises out “of ‘a ‘misunderstanding, perhaps
isvenn)fear, of a significant interaction ‘finding." - (Spaner,

"Indeed the value of ‘need for interaction tests has been
grossly underemphasized® in MIR studies. "I  suspect that
this phenomenon arises out of a misunderstanding, perhaps
i\;{;)tear, of a significant interaction finding." (Spaner,

Loaf

; g TEE LTINS W Y P - TGS S R RN et .
McNeil and Beggs (1971) accepted - the  reality of . interaction and
challenged researchers -to think about directional ‘interactions —— thus
fully utilizing the power ‘of "their 'statistical- test.”” 'No directional
hypotheses have appeared in’our review of Viewpoints b

Nonlinear predictors

"Since many of the simplest functional ‘relationships in the
ghysical sciences have been found .to -be .non-linear .or
nteractive, we find it interesting -that®'few ‘non-linear
relationships 'have been established .in -‘the ~behavioral

sciences, especially since most behavioral scientists would

maintain that human behavior is no less complicated than

physical behavior," ~(McNeil, Evang, and McNeil, 1979)

There are "two reasons for including non-linear terms -
" either the expected functional relationship is non-linear,
or the way the ‘construct has been originally measured needs
"to be modified," - (McNeil, 1976) »

A more imporiant’ situation occurs when there s
theoretical or empirical justification for the inclusion of
such a variable.” (McNeil and Spaner, 197

Interpretation problems with pon-linear terms have been addressed.

"when quadratic and interaction terms are significant,
however, interpretation is made more difficult, Still, an -
attemft at interpretation seems somewhat better than
ignoring the problem or assuming it does not exist.”
(Reed, Feldhusen, and Van Modfrans, 1971) :

‘The range of. manipulations available in order -to test
forms of curvilinearity is endless. However, contrived
departure from linearity in regression models will not make
trivial predictors into important ondes.” (Jordan, 1971)
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Nonlinear criterion

ere are two instances that come to mind when a nonlinear cri erion
would be used. One instance ‘is when the functional relationship is"
% indeed nonlinear (McNeil, Evans, and McNeil, '1979). . The Pythagorean
Theorem is one such example. Any criterion that is a ratio “of one’
variable to another is another example. A second instance when
nonlinear criterion would be used is when the measure of the construct:
does not map the construct, and some rescaling of the measure is"
necessary (McNeil, et al 1979). .. EO

Potential problems ' o

When continuous variables are multiplied to reflect the interaction"'
term several potential problems must be avoided. 'One potential problem:
. .is that the product is dependent on the means and variances .of ‘the:
.original scores. Thus, researchers might want to standardize ;.the
variables before obtaining the product (Dinero, 1977). McNeil and MoNeil:
(1975) also discussed the scaling effect on the resultant R2, " The’
product of two continuous predictor variables may not accurately reflect
the interaction. The precictor variables must be rescaled such that the
product term does match the expectations ot the criterion. ’

Miscellaneous technicmes

been well stated by Dinero (1977).

"Given the problem o£ shrinkage, any . regreesion anlaysis
should be run in two phases, the first to estimate and the
second to corroborate, - This being the case, ‘it may be just

as wise to explore with the data of the first phase, to the ™~ -
extent of plotting .the scatter diagrams, and use this
information to select the interaction -term to be used in
the second phase, This type of exploration would seem to

be almost a necessity in educational and .phychological
studies where there is 1little such comparative data
available, where interaction has been something more to be
avoided than awaited, and where complex aptitude-treatment :
ii\gef!:ctione could bring oxcitinq new interpretations to

0 ta,”

A computer program has been written to assist in unding the
interactions which account for the most variance.

"The primary value of AID-4 to the task acientist is its
ability to identify the maximum amount of variance in the
criterion which can be accounted for by the predictors’
available; it relieves the task scientist of the
trial-and-error task of attempting to identify the variocus
relevant combinations of linear and non-linear interaction
terms presently required by the multiple linear regression
technique. The splitting process of AID-4, being based
upon maximizing the between sumg-of-squares and minimizing
the within sums-of-squares, automatically takes all present
interaction into account, indiciting the maximum variance
predictable 1in the cirterion from the predictors.

{Koplyay, 1972)




Finally, the dectection of interaction is one of the major

advantages of the "regression model® .in evaluating compensatory education
T TR : LA

' 1980) .

ey

programs (McNeil and Findla

S 5
" piscussion

The purpose for providing-all the quotes ‘in the previous sections
was to document the interaction efforts ¢made 'by authorsiin Vie ints,
The fact that the majority of these/ references are over ;10" years old
reflects more our concern for being aware jof,; and implementing existing

methodology, rather than:our ‘lack .of .concern for - improv’ing existing

methodology. :

. SR . L Srl ; e R
Given that this thodology -exists - for studying interaction |

questions, why don't more researchers look at interaction? ~We don't have

the answer, but we have some thoughts, ;and we will present them grouped '

by the four major hypothesis testing steps. ¢ b o
With respect to literature teview, : most authors .do .not review
interaction results, and_when Ehey .do, they review.them poorly.

Furthermore, part of the publish or perish mentality ;is -to invent new
predictor variables, rather than try to increase the ‘amount .of variance
accounted for, Finally, most researchers do not ~‘understand that
different results from two studies implies an underlying interaction

variable L e

In this world of posthoc orthogonal contrast ~coding and 'hlph; :

protection levels few regsearchers realize that an interaction hypothesis
can be specified all by itself, if no other question is of interest. But
most of the statistics texts insist on a step-by-step procedure, looking
at interaction in particular ways. What ever happened to the notion of
the research question guiding the statistical tool? - e

With respect to the actual testing of the hypothesis, we have three
major concerns, Fizst, ' canned ANOVA programs generally don't allow for
testing specific interaction questions, Ssecond, canned LR programs
encourage the inclusion of linear terms first, (Stepwise linear programs,
though of value for some purposes, totally ignore the testing of a
specific hypothesis.) - Third, most statistics texts still present the
interaction question as being valuable only for meeting assumptions -- to
reject so that main effects can be tested,

The fourth step in hypothesis testing, interpretation, also causes
some problems for those consldering {nteraction quut:!ons. Unfortunately
most of our quoted vto:g_l;ginu authors acknowledge that interpreting ‘an

interaction result can cult, But if interaction is significant,’
then that is reflecting reality -- and shouldn't it be more valuable .to

make a "difficult® interpretation of reality as it is, than to make .some
vgasier" statement about some constrained aspect of reality. Perhaps
regeacchers need to become more familiar with significant interaction, w.
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Summary

Fortunately, for us, the sumary of our paper was published :lna
Viewpoints over 12 years ago. o : ‘ R

"Perhaps one of the most overused assumptions »within -
multivariate studies in educational research 'is that .only *
simple 1linear relationships " exist among ' the variables,"
Although interactive effects have been acknowledged within
analysis of variance studies, the logical : extension to
regression analysis has rarely been actualized .(Reed,
Feldhusen, and Van Modfrans, 1971). : Come i

"Too often, even plausible interactions are ignored and all
subjects are lumped together and, ‘“hence, ‘treated .ag ' -
similar. Our conceptual theories have : long ago turned ‘to
distinct groupings, . and it ,1s about time that - our
statistical procedures reflect - this empirical <
- possibility.” - (Newman, Lewis, and McNeil, 1973). S A

Unfortuanately thesé 'caménts ‘seem“"t;.o“ stjiil ‘be appz:opbrkiate today:
Hopefully tomorrow theyswill not be approp! ‘i“a‘t’:e. . : A

Epilogue Toaaton oy
An examination of why interaction studies are ‘not ;conducted :in .one
specific area may shed gome light on possible solutions. -The two authors
have been involved with educational program . evaluations . for .several
years, ~As such, we function as the  program evaluator, - providing
evaluation information to the program manager, . s CRRLET L s
In order to study an interaction question, .the evaluator . first needs
to understand interaction concepts and be able to calculate "interaction
effects, Second, the evaluator must be able to translate these concepts
into terms that the program manager - can understand, . Third, “:the
interaction question must become of interest to the program manager, ‘a
person who often wants to use only the simplest of statements, -

Collection of interaction information . :

ogram managers usually want all students to be provided the best
possible educatinal opportunity., This notion is usually envisioned in
the same treatment for all, Denying treatments or parts of treatments is
often not desired, and obtaining additional information from students is
sometimes difficult if not impossible. o

Verbal outcome .

@ program manager has a vested outcome in the program. Often thg
gro:gzam has been devised by the manager and therefore the manager *knows
hat the best program has been deviged. Providing the same program to
all students probably costs less, is easier administratively, and is
usually more defensible to outside interests. The program manager 1is
harcii put to take the neutral stance towards the program that evaluators
easily take,
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Implications if interaction is significant .

~ First, the program evaluator must clearly communicate to the program
manager the implications of a significant interaction. Then the program
manager must incorporate this finding 'into ‘next year's program, -a task .
which requires additional’administrative attention. . . = ‘mo v

When programs are constructed around significant interactions much

additional administrative work. is required. Program descriptions . and
guidelines must clearly reflect such interactions. ' Alternative programs
must be delineated and procedures must be ‘identified to get the right
students (and probably the right - teachers) into those - programs.
Different teaching materials may be required for the various programs, as
well as different staff development.  Classroom monitoring and program
evaludtions will continually need to incorporate those interactive
variables. Consequently, additional administrative effort and commitment
is required. = Significant interactions imply that the KISS (Keep It
Simple Stupid) principle is no longer applicable.: * - L - o

Roadblocks to replacing significant interactions o

Everyone, ﬁEIuai‘ng program managers, knows that results need to be
replicated. The extent to which replicated results can be generalized to
different settings and different ~students is usually “an. interesting
question. But in the educational arena programs are often changed due to
factors unrelated to evaluation resulta: a) new local, state, ‘or Federal
mandates, b) change in program manager, c) availability of personnel to
plan and inplement the program, and d) availability of funds. '

Some possible next steps for SIG members ‘

W we've a) es s that adequate methodology exists to
investigate interactive questions, b) documented that few interactive
questions are being investigated, and c) specified some of the roadblocks
to studying interactions in our field, we would like to propose some
remediation, ‘ PR ' ‘ )

First, we should all strive in our own daily endeavors to consider
interaction hypotheses. -We understand the methodology and can provide
exemplary behavior to other researchers. T

Second, we could infuse other SIGs and the various AERA Divisions.
We challenge each of you to become involved in another SIG, to spread the
interaction hypothesis. . . .

Third, many of you participate in other national ot .t ional
educational meetings where more program managers are in -attendance.
These program people need to know that interaction questions can be
tested — for behind every good program -manager is an interaction
hypothesis,

AN
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Paper. A cost of $1 per page should be sent with the submitted paper. Reprints are available to the
authors from the editor. Reprints should be ordered at the time the paper is submitted, and 20 reprints
will cost 4,60 per page of manuscript, Prices may be adjusted as necessary in the future.
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