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Using Diagnostics for Identification
of Biased Test items

Donald T. Searls
University of Northern Colorado
Edgar Ortiz
Citicorp

ABSTRACT

This paper demonstrates how recent developments in the

analysis of regresaion models may prove useful in the identi-

fication of atypical and potentially biased test items, Regres-

slon diagnostics atudiaed are based on analysis of the sensitivity

of leverage pointws, studentised residuals, and ratios of covari-

ances due to the saequential deletion of each teast i{tem from the

analysis, These procedures appear to offer a substantial re-

finoment over existing approaches,




IDENTIFICATION OF INFLUENTIAL ITEMS :
THEORETICAL RATIONALE

Many statistical procedures have been proposed for de-
tecting biased items. Although they differ in their concep-
tualization of bias, they nevertheless exhibit a commonality
in their purpuse which is to identify those items which ham-
per the performance of one group relative to another.

Irrespective of the approach, the proposed statistical
procedures for identifying biased items rely directly or in-
directly on variants of the concept of statistical distance.
A major limitation with all of these approaches is that no
distribution theory is available to determine objectively
when one atypical score is statistically different from oth-
ers, This shortcoming is particularly evident in Angoff's
delta-plot method and e;tenuions of this procedure (Angoff
and Ford, 1973. Rudner, et al., 1980).

A lack of distribution theory is also evident in the
chi-square methods of Scheuneman (1979) and Camilli (1979).
These procedures aim at detecting biased items by performing
tests of randomness on the distribution of responses into
ability intervals. However, setting of cut-off levels to es-
‘tabliah.the various ability intervals is done after examin-
ing the data. Such a posteriori detarmination of cutoff
points to define ability intervals in effect violates the
assumption of random aaaiémwnt, since factors other than
chance are influencing the results. Consequently, rather
than detecting biased items, results so derived may identify

instead an item's sensitivity to clustering into the ex post

facto determined ability classes.




statistical procedures for detecting biased ' items based
on latent trait modelﬁ ﬁave also’been proposed. (Lord and
Novick, 1968; Hambleton and Cook, 1977). In these methods,
item characteristic curves are fitted to the observed per-
‘formanée scores of different groups. If the fitted curves
are not the same for the groups being compared, the item is
said to be biased. A major shortcoming of this approach is
the lack of specification of the underlying theoretical dis-
tributon of the observed delta-values that ‘characterize the
differences in performance between the groups being com-
pared. Although some progress has been reborted (Lord,
1977), the validity of tests of significance to identify bi-
.ased items based on the assumptions of latent trait models

is as yet an issue that remains unreeolved (Lord, 1977; p.

25)., 'A comparaéivo analysis of the performahﬁd of latent
trait models to identify biased items (Rudner, et al. 1980),
does not deal with the uubjoét of statistical significance
of the varioue indices of bias reported in that study.
A cohprohonnivo review of theé various statistical techni-
ques proposed for detecting item bias is given in Peterson
.(1977), Merz (1978) and Sheppard et al. (1980). Statistical
analyses, however, do not detect biased items. They only
identify those items in which the achievement scores of the
groups being compared deviate from the pattern established
\by other items that make up a test. These items, in turn,
_may reveal specific content characteristics that either in-
. Crease or decrease the a priori probability of a correct re-

sponse in one group of examinees but not in the other.




~'rhe statistical procedures to be exemplified in this in-
vestigation offer an objective set of statistical criteria
to examine individual items for potential bias. fThese meth-
ods are based on generalizations of regression models as de-
Veloped by Belsley, Kuh and Welsch (1980). The identifica-
tion of potentially biaged items, based on regression
diagnostics offers a substantial refinement over existing

approaches in that

a) Distribution theory is used to determine cu-
toff levels and identify atypical items ob-
Jectively. .
b) Statistical methods are available that meas-
ure the sensitivity of parameter estimates
to perturbartions in the data, .9, the ef-
fects of the deletion of each item on the
estimates of the regression coefficients.
€) These methods offer measures of statistical
distance independent of sample size.
Analysis of data based on these procedures can yield impor-
tant information concerning atypical items which cannot be
readily obtained by means of delta-plot, chi-square and la-
tent trait models.

The data to be analyzed comprise the proportion of white
and black students who attempted and responded correctly
(p-values) to an assessment booklet congisting of 30 items.
A scatter plot of the p-values is given in figure 1. Points
on line A correspond to items in which the performance of

both groups was equal. Points lying above and below this

line correspond to items in which the groups being compared

performed differently. Points above this line correspond to
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axis performed better than the group represented by the ver-
tical axis.

An estimate of the regression line is given by 1ine p

(slope=1.19, P=.0001). Prom graph 1, the consistent scatter

of points above line A indicates that white examinees have

performed consistently above the performance level get by

black examinees. The dispersion pattern of p-values around

Xtrema, i.e.,
easiest and most difficuit exercises.
In order to correct for these bottom and ceiling effects,
the the p-values were transformed to logits. The logistic
transformation is widely used in the analysis of

al data,

proportion-
Reexpressing quantal response data in logits pro-

vides a straightforward Procedure to correct for interaction

often found in exercise data in the easy and Aifficult

range.
The techniques to be exemplified in this investigation,

aim at identifying potentially biasaed items, by measuring

the sensitivity of regression models to the deletion of in-

dividual items from the bulk of the data. These diagnostic

methods will be applied to parameter estimates in regression

models relating the performance of white and black examinees

with p-values transformed into logits. 1Items whose deletion

from the body of the data, cause atyplcal perturbations on

parameter estimates are suspect.,

For example, gilven a simple bivariate regression model,

the magnitude of the perturbation on the estimated regres-




sion coefficients due to deletion of the ith item, can iden-

tify atypital items which warrant’ further examination for
potential blas. This procedure 1s akin to estimating N re-
gression models, where each mbdellcofresponds to the 'not 1
observation'. Within the context of our investigation, items
whoée deletlon c;usézléfge and atypical perturbations on es-
timates of the regfession barémeters are therefore suspecct.
From a practical viewpdint this procedure is equivalent to a
pseudo-experiment in which it is asked, how would white and
black examinees hévc peffobméd ir the ith item had been de~
leted from the assessment booklet? WIfh these regression
dlagnostics, items having large deviations from the perform-
ance pattern observed in the‘remaining items can be readily

identified.

RESULTS

DETECTION OF POTENTIALLY BIASED ITEMS BASED ONM
REGRESSION DIAGNOSTIC PROCEDURES
The regression diagnostics to be exemplified for use in the
detection of potentially biased items are based on analysis
of the sensitivity of 1leverage points, studentized residu-
als, and ratios of covariances due to the sequential dele-
tion of each item from the model. Two regression models are
examined. In model 1, the achievement scores of white exami-
nees are predicted based on the performance of black exami-

nees. Similarly, in model 2, the achievement scores of black



examinees are predicted based on the performance of white
examinees. The proposed diagnostics attempt to detect biaged
items by identifying those items that in either model 1 or
model 2 elicit performance scores significantly different
from the pattern of variability established in the remaining
items that make up the achievement booklet. These diagnostic

statistics follow from the usual linear model

Y=XB+e e'N(O'O?) : (1)

Qhere Y is a (n x 1) vector of observations on the dependent
variable, X is a {n x p) ‘maﬁrix of observations on the‘ex-
planatory variabiea, Bis a (p x 1) vector of unknown re-
gression parameters, and e is a (n x 1) vector of random er-

rors. From (1), the least squares estimate of the vector of

regression coefficients is

B (Xx)"1xry (2)

. The least squares projection matrix, often called the hat
matrix, 4s of fundamental importance in the identification
of items that elicit atypical performante scores between the

groups being compared. The hat matrix is defined as

H = x(xbo "L (3)

The diagonal elements of H, denoted h + measure the influ-
ence or leverage of the response variable Y on its corre-

sponding fitted value.




.Results derived,ﬁy Belsley, et. al., (1980), and Hoaglin

and Welsch (1978) provide a statistical criterion to set cu-
toff levels to identify observations whose pattern of influ-
ence is atypical. . Their results indicate that values of h

larger than 2*(p/n) need further examination due to their

unusually large influence on the hat matrix, H. Observa-
tions that exceed this cutoff level are often termed 'lever-
age points' in the statistical literature.

Values of the diagonal elements of the H matrix are re-

corded in column 1 of tables 1 and 2 respectively. An exami-

nation of these values indicates that the cutoff levgi of
,133 is exceeded by ;tema 1 and 14 in model‘l. and item? 13
and 14 in model 2. The quantitative‘influénce of these
items on other aspects of the regression Analysia is exam-~
ined further in the following ‘loctionl of this investiga-
tion. | | -

A common practice in the item bias literature has been
that of identifying as biased those itoﬁ- with large residu-~
al values in fitted linear modoil. This approach falls to
take into account the fact that the variances of the residu-
als are not constant, but a function of the X matrix.
Therefore, results so derived mayloultounwarranth conclu~
sions concerning their potential bias. To avoid the prob-
lems associated with the non-constancy of the variances of
the residuals, atypical items can be identified by scaling
the residuals by their respective variances. For these pur-
poses the residuals can be modified in ways that enhance our

ability to detect those items which elicit the statistically




most dissimilar performance. This transformation of the

residuals is illustrated next. Prom (1) a least squares fit

produces residuals given by

e = (I-x&x% Y : . (8)
~ and mean square residuals
1 .
e’e , C :
8= b - A7)

The variance-covariance matrix of estimates of the residuals

is
. 2 :
var(e) = g (I~H) (8)

where H is the least lqhares projection matrix defined in
(3). gtandardizing the reaidual‘ by estimating ¢ 2 by the
residual mean iquaro based on regression estimates without
the ith observation yields the ratio of"ltudontizod residu-

als',
e(l)

o) = e—— (9)

s(i)y i"‘;i

These residuals are distributed as a t-distribution with
n-p-1 degrees of freedom. Therefore, if the Gaussian as-
sumption holds, the significance of any one of these stu-
dentized residuals can be readily asshssed from tabulated
values of the t-distribution with n-p-1 degrees of freedom.
Estimates of the studentized residuals are listed in col-
umn 3 of tables 1 and 2. The magnitude of the studentized
residual for items 1 and 26 consistently exceeds the criti-

cal value of 1.70 ( t, 27 4f alpha= .05). In this particular

10




Sy

Hat

Matrix
0.20*

0.03
0.03
0.09
0.03
0.04
0.04
0.09
0.04
0.05%
0.04
0.03
0.12

0.14%

0.04
0.08
0.03
0.03
0.08
0.03
0.12
0.06
0.03
0.06
0.03
0.04
0.10
0.08
0.08
0.08

TABLE 1

White Regression Model

Model 1

Raw Stdzed, Covar, DFBETAS
Resid. Resid, Ratio DFFITS Const. STor
-1.07 -3.24* 0.70* -1.65* -0.71* -1.58
- .56 ~1.43 0.96 -0.27 -0.26 -0.C
- .11 «0.29 1.2 -0.05 -0,05 0.¢C
- .47 -1.22 1.06 -0.40 -0.24 -0.:z
- '05 "0014 1-11 -0.02 "0002 -;O.C
0.10 0.26 1.11 0.05 0.05 0.c
0025 0062 1009 0014 O.ll 'O-C
- 61 -1.63 0.98 -0.84 ~0.29 0.4
.09 0019 1012 0-04 0003 -OUC
0043 1010 1.03 0025 0020 -001
0.31 0.77 1.07 0.16 0.14 0.C
0028 0070 ' 1!07 0013 0113 "O-C
0.26 0.68 1.19 0.26 0.14 0.:
=0.44 "1-20 1.13 -0049 «0.22 0.4
0.32 0.81 1.06 0.16 0.15 0.¢
- .12 «0.31 1.12 =-0.07 -0.0% 0.¢
0.29 0.73 1.06 0.13 0.13 -0.¢C
0.17 0.42 1.10 0.08 0.08 0.c
0021 0-55 1.14 0016 0010 =0.1
bt 035 -0-83 1005 -0.16 -0-16 -0.C
- .18 «0.47 1.20 -0.17 -0.08 0.1
0.24 0.62 1.12 0.17 0.12 0.1
- +00 =0.00 1.11. -0.00 =0.00 0.¢
.02 0.07 1.18 10.01 0.01 0.0
0.%9 1.8%2 0.94 0.20 0.28 0.c
0.75 1.97¢ 0.08 0.41 0.37¢* 0.1
-0.43 -1.12 1.09 -0.28 -0.22 «0.2
- 026 -0067 1009 -0'15 -0012 0.C
0.48 1.24 1.04 0.37 0.24 0.:
- .19 -0.47 1.11 -0.11 -0.08, 0.c¢




Item

No.

Hat

Matrix

0.10
0.03
0.04
0.06

-0.03

0.04
0.04
0.13
0.04
0.03
0.08
0.03
0.14
0.17
Q.04
0.08
.03
0.04
0.06
0.03
0.12
0.07
0.0
0.06
0.04
0.06
0.07
°'°s
0.10
0.08

TABLE 2 ]
Black Regression Model

Model 2
Raw Stdzed, . Covar,
Resid, Resid. Ratio
.00 3.90* 0.49+
0.46 1.42 0.96
1 0.16 1.11
0.49 1.86 0.96
+ 06 - 0.20 1.11
- -03 "0-11 1012
- !25 ‘0078 1007
0.36 1.17 1.12
- 012 -0036 1011
-.u‘l -1026' 0099
- .19 -0-58 1.10
- .22 -0.68 1.07
ad -05 ’0-17 1025'
0.19 0.62 1,26
- ,2) -0.63 1009
.03 0.10 1.13
- 024 'Oa’:’ 1.07
- .10 «0.31 1.1
- 028 "'0006 1009
0.29 0.88 1.08
«00 0.01 1.23»
- .10 ‘0031 1.15
- 002 -0.0C 1011
- .11 -0.24 1.13
- u“ -10‘4 0096
-.os, .1‘76' 0092
0. 47 l1.49 0.99
0.18 0.4% l.12
- .27 -0.8S% 1.14

0.25

1.13 .

0.06

DFBETAS

Lonst. >lope
0.31 l1.12»
0-27 "0006
0.03 -0.01
0.17 0.29
0.03 0.00
-0.01 -0.01
-0.16 0.07
0036 -0040
-0.07 0.03
°°'°7 -0008
=0.11 =0.02
-O'Ol ‘0-06
0.20 =-0.26
=0.08 =0.08
0.02 -0.01
«0.12 -O-Ol
-0.04 -0.02
=0.21 0.16
0.16 =0.02
0.00 =0.00
-0.03 =-0.07
-0.01 0.00°
-0.08 0.06
-0.20 =0.13
-0.19 =0.33
0.18 0.31
0.10 «0.07
-0.06 -0.2$

-0.04




case there is substantial agreement between those items with
relatively large residuals, and thoée with relatively large

~studentized residuals. The magnitude of the studentized res-
iduals associated with items 1 and 26 indicate that the per-
formance of white and black exéminees in these two items is
significantly different from the performance pattern estab-
lisﬁéd in other items. And as such, these items warrant fur-
ther examinétiqn for potential bias. The,etpdentized resi-~
‘dualgré(i) offéf a substantial improvement.over the usual
anal§§i§ of raw residuals, both because they have equal v;r-
iancéé and because an underlying diatribut%oﬁ theory exists
to tinﬁify atypical values.

Another importanﬁ group of diagnostic mqthodo measure the
impact of the deletion of the ith observation on the stabil-
ity of several statistical ratios, and onﬁimatod regression
coefficients. étatisticalvprocedufel thatj have been devel-~
oped to estimate the impact of the delotidﬁ of the ith ob-
servation on these statistics, are examined next. An impor-
tant diagnostic statistic is th; covariance ratio. This
ratio is formed by comparing the covariance of the regres-
sion model whith the ith observation deleted, and the covar-
jance of the complete regression model. By repeating this
procedure for each observation in the sample, a set of N
values that corresponds to estimates of the covariance rat-
ios is obtained. Atypical items can be identified by measur-
ing the impact of their deletion on the estimates of the co-

| ratios based on the ‘'not ith'

variance ratios. Covariance




observation which deviate from one, indicate that this par-
ticular observation is ex erting an atypical influence, and
heeds therefore further examination. From (1) the variance-

covariance matrix of the regression coefficients ig:
var(b) = o2 (xlx) "L (11)

_Similarly, the variance-~covariance matrix of the regression

coefficients due to the 'not ith' observation is,

var(b(1)) = o?ixtyx(a))L (12)

Beveral sgtatisticas have been proposed for comparing these
variance-covariance matrices. A Buggested approach is based
Oon analysis of the ratio of determinants of both matrices.
If the effect of the deletion of the ith observation from

the model is minor, the ratio of the computed values of both
determinants would be close to one. On the other hand, if

the value of the ith observation is atypical, its deletion
from the model, would reaﬁlt in a value of this ratio far
from one.

A limitation in using this ratio is the fact that the es-
_timator of 0 given by 5§ is also affected by the deletion
of the ith observation. However, Belsley, Kuh and Welsch
(1980) show that by forming the determinantal ratio of both
matrices, 1i.e., with'all, and with the ‘not ith' observa-

tion, a test astatistie results




) values of this ratio outside the interval 1% 3p/n iden-

tify items - whose deletion cause atypical perturbations on

tﬁe estimates of the covariance-ratio. In summary, values
of this determinantal ratio greater than one, imply that the

deletion of the ith item impairse estimation efficiency.

Conversely, determinantal ratios less than one imply that

the deletion of ith item enhances estimation efficiency.

) values of the covariance ratio are recorded in column 4
of tables 1 and 2. Examination of these estimates indicates
that the deletion of item 1 causes an unusually large per-
turbation on this statistic. 1Its gomputed value of .70 lies
outside the interval ( .80 - 1.20 J. This result is consis-
tent with previous findings which identify item 1 as elicit-
ing a pattern of influence statisticallly different from the
remaining items. A similar analysis of estimates of this
ratio listed in table 2 ( model 2), identifies four items
whose deletions cause unusually large perturbations and lie
outside the interval ( .80 = 1.20 ). These items are: item
i, 13, 14, and 21. All but {tem 21 have been previously
identified as items whose pattern of influence needs further
examination.

Another important regression diagnostic is derived from

vAnalysing the effect of the deletion of the ith observation

on the predictive performance of a regression model. This
effect can be conveniently summarized by the DFFIT coeffi-
cient. Following results of Belsley et. al., (1980), this

statistic can be estimated by



- ~ -A - A-A - - 1
DFFIT, = Y,-Y, (1) xi[ 8-8(1) ] hee, /1-h (14)
- For purposes of scaling, this quantity is divided by an
estimate of ¢ V h; . This adjustment yields the statistic
= h, e, & . .
DFFITSy ‘/.:1__1_.___ O (15)
"s(i)(l-hi) .

where o  has been es;?mg;gd by 8&(i). Estimates of this
coefficient are ‘reco;dedﬂin COlumn'Su of tablesv 1 and 2.
Values of this statistic 1a;gei than 2 * VFT;7;3 ex ert
atypical effects on the predictive performance of tﬂe model.
The DFFIT etatistic is useful in the following context. Out-
.liers often pﬁll the estimated regression plane towaras
themselves. This often results in residual valueﬁ smaller
than their t;uo value. The DFFIT statistic avoids this
problem by re-estimating each residual with regression esti-
mates that do not use .that observation. The DFFIT statistic
offers a very sensitive regression diagnostic for detecting
. Potentially biased items, by identifying unusual patterns of
.influenco on the predictive ability of the model. |
Another important regression diagnostic applied to detect
potentially biased items is based on analysis of the magni-
tude of the changes on the regression céefficients caused by
the deletion on each item. In the simﬁle bivariate model,
for example, items whose deletion effect large perturbation
on the intercept and slope estimates can be readily identi-

fied., Their large effects on the regression coefficients




may indicate particular characteristics of an item that is

lacking in others. These characteristics may, in turn, ei-

ther increase or decrease the a priori probability of a cor-

rect response in one group of examinees but not in another.
The identification of items whose deletion cause large per-
turbations on estimates of the regression coefficients is
therefore of great value in helping to detect potentially
biased items. Atypical perturbations in estimates of regres-
sion coefficients that may ensue as a raesult of their dele-
tion can greatly facilitate the identification of atypical
items. If we let b(i) be the vector of regression’'coeffi-
cients in a model that does not uee the ith observation, the
change or sensitivity of these coefficients can be estimated

by

ormemsy = [ By-8,0] / [s) oo™, ] e
Belsley ¢t. al., (1980) luggoutlnovcral statistical criteria
to set cutoff levels to identify atypical coefficient chang-
es. A proposed cutoff is 2 / VN . This cutoff measures the
change in the estimates of the regression coefficients in
units measured in standard deviations. In our analysis,

items whose deletion cause a change of a least .365 astandard




deviations are deemed influential and warrant further exami-

nation for potential bias. Items whose DFBETAS exceed this
cutoff are noted in columns 6 and 7 of tables 1 and 2 re-
spectively.

Further statistical analysis was carried out on the

ferences of logits of individuél item p-values. These

ferences or delta valﬁes are defined as

,DELTA = LOGIT(P,) =~ LOGIT(P}) (17)

A plot of these values against national P-values is given in
figure 2. Under the assumption of equal performance, a fit-
ted line through these values is expected to have a rzero
slope and gzero ‘1ntnrcopt term. The observed dispersion of
these DELTA values above rzero indicates thaé a higher pro-
portion of white examinees relative to black examinees has
responded correctly to those exercises. The magnitude of
these DELTA values is not,however,constant. From tiguro‘z, a
gradual increage in their magnitude is apparent. This trend
suggests that the difference in performance between white
and black examinees is not as marked among difficult items,

as it 4is among relatively easier items. This performance




FIGURE 2

PLOT OF DELTA VALUES OF LOGITIZED P-VALUES
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differential suggests that some items are equally difficult
for both white and black examinees. However, as the level
of difficulty decreases, a higher proportion of white exami-
nees relative to black examinees succeeds in given a cor-
rect answer. A least squares fit to the dispersion of DELTA
values produces a significant glopé estimate (.01, p=.001).
The estimaté}df the interqept term is not statistically dif-
ferent from 2gr¢‘(-.07,é-.63). From this gradual pattern in
the magnitude;of” DELTA values, items that elicit aﬁypical
performance patterns can then be identified and contrasted
with previous results.x'

Results of'dnalyais ‘6f thé regreaSion diagnoétics is
listed in table 3. Examination of the mhgnitude 6£ raw and
studentized residuals jdentifies items 1 and 26 as eliciting
residual values ltntioﬁically different from the dispersion
pattern established by the remaining items. This result is
consistent with previous results, which identify the same
items as atypical. Analysis of estimates of the covariance
ratio identify items 1, 14 and 21 as exceeding the interval
(.80 = 1.20). The extremely low value of this ratio due to
the deletion of item 1 indicates that this item is highly
atypical. This result contrasts well with our previous

findings based on predictive models of white and black per-




TABLE 3
Delta Logits Regression Model

Model 3
Item Hat Raw Stdzed, Covar. DFBETAS

No. Matrix Resid. Resid, Ratio DFFITS Lonst. 2lop
B | 0.09 - .95 -3.44"* 0.57+ -1.09* 0.52* -0.8&
2 0.03 - .49 -1,.51 0.94 -0.28 ~-0.14 ‘0.C
3 0.04 - .08 -0.15% 1.12 -0.03 -0.02 0.C
4 0.07 - .53 -1,68 0.95 - -0.49 0.20 -0.2
5 0.03 - .11 -0.32 1.10 -0.06 -0.00 «0.C
6 0.05 - .00 -0.02 1.13 -0.00 0.00 «0.C
7 0004 0027 °c82 1007 0017 °'14 =0.(
8 0.13 - .38 -1.21 1.11 -0.47 -0.47 0.¢
9 0.04 0.14 0.42 1.1 0.09 0.08 -0.C
10 0.04 0.42 1.29 0.99 0026 0.20 -0,
11 0006 °t16 0048 1-12 0012 "0003 0.(
12 0.03 0.19 0.%7 1.08 0.1 0.01 0.¢
13 0.10 0.21 0.65 1.18 0.21 -0.11 0.1
14 0013 - 025 "'0080 1021' "0034 "0033 0-:
15 0.08 0.18 0.5%3 1.11 0.12 «0.03 0.¢
16 0.06 - .00 =-0.00 1.14 =-0.00 ~0.00 0.
17 0.03 0.2] 0.64 1.08 0.12 0.02 0.¢
18 0.04 .08 0.17 1.12 0.03 -0.00 0.¢
‘ 19 0.08 0.32 0.99 1.08 0.29 0.28 «0..
20 0003 - 033 '0099 1-03 "0018 °°c°7 "00(
21 0.12 - .00 -0.01 1,23* -0.00 -0.00 0.¢
22 0.07 0.10 0.31 1.18 0.09 =0.04 0.¢
23 0.03 .01 0.03 1.11 0.00 0.00 0.
. 24 0.07 0.1% 0.46 1.14 0.13 0.12 =Q.
28 0.04 0.43 1,32 0.99 0.28 -0,03 0.
26 0006 0.55 1073' °c93 0046 ‘0n16 0.
27 0008 - ,49 "1083 0098 "OO‘S 0.19 =0.
28 0.06 - .12 -0.37 1.13 -0.09 =0.09 0.
29 0.09 0.33 1.03 1.09 0.32 -0.15% 0.
30 0006 -O-OS "0-16 1014 -0-04 "0004 Q.



formance. Similarly, analysis of the significance of the

DFFITS and DFBETAS statistics consistently identifies item 1

as eliciting perturbations statistically different from

those caused due to the deletion of the remaining items.




CONCLUSIONS

.Results of applying the regression diagnostics proposed in
this investigation consistently identify items 1 and 26 as
eliciting response patterns statistically different £from
;hoée observed in the remaining items. Although the preced-
ing results do not imply that these items are biased, the
magnitude of the perturbation on several statistics due to
~their deletion iuggests that these items deem further exami-
nation.

Given the preceding, the performance of these two groups
in these two items was further analyzed. Results of analysis

_of item 1 indicates that the performance of white and black
examinees in this particular item was almost identical, with
.observed p-values of 93.6 and 93.5 respectively. This is a
very atypical performance that substantially deviates from

the pattern established by these groups of examinees in the
.remaininq items.

By contradistinction, analysis of item 26 indicates that

the observed performance gap is highly atypical. The ob-

served p-values of 87.7 and 63.1 for white and black exami-




nees respectively, substantially deviate from the distribu-

tion of performance values obgserved in the remaining items.

Although the preceding results do not imply that these items

are biased, the highly atypical performance levels they eli-~

cit among these examinees needs serious further examination.
Item 26 in particular elicits an inordinately large perform-
ance gap that far exceeds the ﬁerformance differential ob-
served in the remaining items beﬁween black and white exami-
nees.

The preceding results indicaté< how the recent develop-
ments in the analysis of regression models may prove useful
in the identification of atypical and potentially biased

. items. Moreover, it is contended that the application of
statistical criteria to set cutoff levels and identify atyp-
_lcal observations offers a substantial refinement over ex-

Asting approaches, namely, delta plot , chi-square and la-
tent trait methods.
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The Use of Nonsence Coding with ANOVA Situations

John D. Williams
The University of North Dakota

Summary: Nonsense ood&na systems can be constructed that
retain outoomes regarding R° values, F values and multiple
comparison tests. Nonsense coding highlights the flexibility of
coding ANOVA problems to be analyzed by multiple linear
regression procedures; however, no additional analytic power
appears to be gained from their use.

Characteristio Coding Compared to Nonsense Coding

Most coding systems for acoomplishing ANOVA solutions by
multiple linear regression use some variant of charaoteristio
coding (binary coding/dummy coding) with the use of 1’s or 0’s,
depending upon group membership, or contrast coding, which uses
1’6, 0'e and ~1's (smee Williams, 1974a). The use of orthogonal

contrasts deviates from this usage, inoluding orthogonal

polynomiéls, but none of these systems allow arbitrariness in

their coding process. .

On the other hand, Cohen and Cohen (19875) assert that
regression solutions can be accomplished through the use of
“nonsense” coding, though they neither give directions nor
examples of this process. Thus, an example of nonsense codind is

provided here. The data are taken from Williams (1974b, p. 43,

problem 5.3). See Table 1.




Group One

19
18
15
13
8
5

Table 1

Sample Data for ANOVA Problem

Group Two

20
19
16
18
14
14
13

Group Three Group Four Group Five
13 12 22
12 8 20
10 19
10 19
10 15

The data in Table 1 are clearly from unequal sized groups;

the intent is to show outcomes that have generality beyond equal

oell sised situations. First, to accomplish aﬁoharaotéristic

coding of

Y
X,
X,
X,
X,
Xs
Table 2

shows these values for the data in Table 1.

this data:

the oriterion
1 if a member
1 if a member
1 if a member
1 if a member

1 if a member

soore;

of Group One, O otherwise;

of Group Two, O otherwise;

of Group Three, O otherwise;

of Group Four, O otherwise; and

of Group Five, 0O otherwige.




Table 2
- Characteristio Coding (1 or 0) for Data in Table 1

—
>

N
>

w

g
w

OOOOOOOHF‘F*‘HOOOOOOOOOOOOO
OOOOO'HHOOOOOOOOOOOOOOOOOO »
ﬁHHH’-‘OOOOOOOOOOOOOOOOOOOO <

OOOOOOOOOOOOHHF‘H’-‘H'—‘OOOOOO

X
1
1
1
1
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Next five different linear models can be defined to complete an

analysise multiple linear regression:

Y *hX 4 bX, 4 bX; + b X, (1)

Y +bX + b, X, + b, X, + b'sxs (2)

Y +bX 4+ b X, + b, X, + boX, + (3)

Y +bX + b X, + b X, + boX, + (4)
and Y + bzx2 + b3x3 + bl'xb + bsx5 + e ; (8)
Equations 1 thru 5 are reparameterizations of each other and are

reparameterizations of




Y =."1’(:1 t DXy X + B X 4 bX 4. (6)
The use of equations 1 thru 5 require the use of & unit vector
for solution (commonly a part of typical multiple use multiple
lienar regression programs) and represent solutions that allow
psuedo-Dunnett formulations that permit construction of all
simple comparisons of means (see Williams, 1976). Also, the b./’s
are unique to each equation. Each of the formulations yields r?
= .49362, F = 4,874 with df = 4,20 andvp < .05, A part of the
printout is shown in Table 3 for equation 1.

Table 3
Portions of Printout for Multiple Linear

Regression for the Sample Data in
Table 1 Using 1 or O Coding

Regresaion Standard Error of Conmput:

Variable Mean Correlation Coefficient Regression Coefficient ¢ Valu:
. 240 -.181 -8.000 . 2.089 -2.872

. 280 . 230 -3.000 2.020 ~1.48%

. 200 -, 392 -8.000 2.182 -3.667

. 080 -. 299 ~-9.000 . 2.8886 -3.118

Criterion 14.400
Intercept 19,000

In Table 3, means refer to the proportion in a group for
characteristio {1 or 0) coded data. Thobrodrossion coefficient
is the difference between the mean of the partioular coded group
and the “left-out" group (Group Five). 1If the redgression
coefficient is divided by its own standard error, the computed t
value is found which can be compared to a table for an
appropriate multiple comparison method (e.g., Tukey’'s test). The

correlations in Table 3 represent point-biserial correlations of
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is the overall mean for the Y scores,
the mean of the "left-out" @roup (Group Five).

of equation 1 makes these relationships more obv
Y = Y o+ (Y -Y )X, + (Y -Y )X, + (Y -Y

The set of all gimple multiple comparisons,

the group membership variables with the criterion.

The criterion
and the intercept (by) .is

A reformulation
ious:

)% + (Y, -¥x, + o). (7)
omitting signs and

lower diagonal entries is shown in Table 4,

Table 4

Means and Computed t Values for all Simple
Comparisons Using Charaotorietio (1 or 0) Coding

Group

Mean
One
Two
Three
Four

One Two

Three Four Five
13.00 16.00 11,00 10.00 19,00
1,583 . 987 1,068 2.872
2.475 2.189 1.48%
. 348 3.667
. 3.118

Vaing Tukey’s Test (p<.08) a t value of 2,992 is required for

signifioanoce.

Using Nonsensge Coding

Nonsense ooding consistent with the charaoterigtio ood1n¢

Process ocan be accomplished in the following manner:

Let Y

>
n

aif
2 T ¢ if
if

w
!
fe ]

it
if

> ol
1l It
~» M|

the criterion score

a member of Group One, b otherwise (a # b);
& member of Group Two, d otherwise (o # d);

a member of Group Three, f otherwise (e £ £);

[

member of Group Four, h otherwisge (€ # h); and

& member of Group Five, j otherwise (i # j).
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{1t can be noted that the solution given earlier is the special

‘case uging this notation where a =c =e =g =1 =1 and b = d =

f=h j = 0. As an example of choosing values for a thru J»
hta=7.b=3,o=2.d=9.e=4.f=1,¢=8.h=6,1=
6, and j = 2. Using these values, similar equations were
constructed to equations 1 thru 5 and multiple regressions were
completed. For the data set itself, see Table 5.

Table &

Characteristic Coding Using a Nonsense Coding
Proocess for Data in Table 1

<
-

el

s’
wn

00 €3 €I CO I I I I LI R I LI I I LI W LI LI I T I I3~
COVOTOVVOITTONNNNNONNOODDOD X
T W S W ST T Y R S S o o ol o

FRRRADONRARRCRRRARRRARIRZ X
CODNOONNNNNNNROONNNONNDNONNNON 5




qund formulations like equations 1 thru 5, each equation yields

2
R = .49362, F = 4.874, with df = 4,20 and p < .08, identically

the same as before.

The appearance of other portions of the printout ig somewhat
changed; a portion of the printout corresponding to equation 1 is
shown in Table 6 and can be compared to Table 3.

| Table 6
Portions of Printout for Multiple Linear

Regression Using Nonsense Coding for
the Sample Data in Table 1

. Regression Standard Error Computed
Variable Mean Correlation Coefficient of Estimate t Value

3.660 -. 181 -1,500 . 522 ~-2.872
7.040 -.230 . 429 . 289 1.485
1,600 -, 392 ~2.687 . 727 -3.667
5.240 -. 209 -3.000 . 962 -3.118

It is by no means obvious what the meaning of the mean,
rogrosgion coefficient or standard error of estimate are from a
oursory glance at the output. However, the correlation
coefficients remain point-biserial correlation ooefficients of

each group membership variable with the oriterion even though

they Are not 1’s and 0’'s. Also, except for sign, the computed t
values are identical with those found earlier. Thus, even though
much of the output ig unfemiliar, important aspeots are identical

to those found earlier. Actually, the means represent simply the

mean values of a variable assigned by our coding scheme; for




example, the coding in Group One on X, is 3 and .24 of the scores
are from this group. The remaining .76 are from other groups ahd
are coded 7. Then .24(3) + .76(7) = 3.86, the mean of X,. The
regressién coefficients are part of the least squares process
that achieve the same expected values as was found previously,
that is, the mean for the group. A rather intractable equation,
siimilar to equation 7, relates the means for the nonsense coding
situation: Y =¥ - {Ib(Y, - ¥,)/ (a-D)] + [a(yY, - ¥/
(c - )] + [£(¥, - ¥ )/(e - )] [h(Y, - Y)/(& - h)]} +

LY, - ¥,)/(a = )X, + (¥, - ¥)/(0 = )X, + (¥, - %)/

(e - f)]x3 + [(Y4 - Yg/(a - h)]x4 +e. (8)

The relationship of the regression coefficients to the standard
errors of estimate remains proportional so that the ocomputed t
values remain identical to those found for the characteristio

coding solution.

Contrast Coding with Nonsense Coding

Some regearchers prefer to use oonéraab coding (see
Williams, 1974a) to characteristic coding systems, partioularly
if they are interested in a traditional analysis of variance
solution.* A typical contrast coding systems using either a 1 or
-1 or O is as follows:
*Because the computed t values are directly interpretable as
multiple comparisons (see equation 7) characteristic coding
solutions would seem to be preferable for testing most hypotheses

of interest making the characteristic coding solution not only
simpler to achieve but more useful as well.




X, =11if a membqrvof“Gtoqph;{ -1 if a member of Group 5,
0 otherwige; ) o

X2 =1if a megper of Grogp 2, -1 if a member of G;oup 5,
0 otherwiﬁé; |

X, =1 1if a méﬁbeé of Group 3, -1 if a member of Group 5,
0 otherwise;" and |

X4 = 1 if a member of Group 4, -1 if a member of Group 5,
O otherwise.

A nonsense contrasﬁ‘coding can be accomplished as follows: -
X) = a if a member of Group 1, -a if a member of Group 5, °

b otherwise (a # b); Coed e e

»
n

, = © if a member of Group 2, -0 if a member of Group 5,

i

+d otherwise (o # d); -

X3 = @ if a member of Group 3, -e ‘if a member of Group 5,

f otherwise (e # £); and

>
n

4 g if a member of Group 4, ~g if a member of Group 5,
b otherwine (g # h).

If these two separate formations are used in a multiple linear

regression solution, R2 = ,49632, F = 4.874, with df = 4,20 and

P ¢ .08 for both solutions, the game as found previously. Here,

fhe computed t values contrast the group mean to the overall

mean. Results for computed t values and correlation coefficients

are the same for the usual contrast coding solution (using 1, O

and ~1) and the nonsense contrast coding solution (through

different than those found for the characteristic coding scheme),

although the means, regression coefficients and standard error of
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bion coefficients differ from each other, as before.

Annequation Similar to equation 8 (but even more intractable) can

lbeydeVéloped for the nonsense contrast coding scheme.

What is the Advantages/Disadvantages of

: Using Nonsense Coding

Perhaps the major advantage of nonsense coding is that it
should allow users of regression a larger understanding of the
coding process, and the "robustness" of the ocoding procedures,
On ocoasion, a particular nonsense coding acheme may make a "bit
of sense” in that application. On the other hand, simple binary
(1 or 0) coding is much easier to learn and to interpret the
‘outcomes. Perhaps then the major use of nonsense coding is to
instill in regression users a sense of versatility in the

regreseion methodology.




References

Cohen, J., & Cohen, P, (1975), 5221igg_mglgiglg_gggggggigg[
gorrelation analysis fo for the behavioral scjences.
Hillsdale, NJ: Lawrence Erlbaum Associates,

Williems, J, D. (1974a). A note on contrast coding vs. dummy
coding. Mul&iela_hin:n:_Eeacaaaign_!ieuaginta. 4, 1-5,

Williams, J. D. (1974b). Rnangaainn_analxaia_in_gdugntignal
regearch. New York: Mss Publishing Company,

Williams, J, D. (1978), Multiple oomparisons by multiple linear
regression. Mulmn_him:_mnmmn_ﬂmmm, (1),




1 \
LE LINEAR REGRESSION VIEWPOINTS
LUME 16. NUMBER 2, WINTER 1067

A General Model for Estimating and Correcting the
Effects of Nonindependence in Meta-Analysis

Michael J. Strube
Washington University

Abstract

This paper describes a general meta-analysis model that can be used to represent the

four types of meta-analysis commonly conducted., The model explicitly allows for
nonindependence among study outcomes, providing exact statistical solutions when the
nonindependence can be estimated, Also discussed are the directional biases that result

It nonlndependence is ignored,




A General Model for Estimating and Correcting
the Effects of Nonindependence in Meta-Analysis
Over the past several years there has been a dramatic increase in fhe use of meta-

analytic procedures. At the same time there has been relatively little attention given to
some of the problems that are encountered when traditional statistical procedures are
applied to the nontraditional data bases that meta-analysts encounter (for exceptions,
see Rosenthal & Rubin, 1986; Strube, 1985a; Tracz & Elmore, 1985; Tracz, Newman, &
McNeil, 1986). One of the more prevalent and serious problems encountered in a meta-
analysls occurs when studies give rise to mutltiple outcomes. In such cases, the
assumption of Independence ls violated with potentially serious inferential
consequences. To date, there has been no clear exposition of the nature or direction of
blas that exlsts when nonindependence Is ignored. The purpose of this paper Is thus
twofold, First, I will present a general model of nonindependence that encompasses the
four major types of meta-analysis that are conducted. This model also provl‘des an exact
solution for the correction of nonindependence. Second, I will Indicate the Inferential
consequences of Ignoring nonindependence,

A General Model for Meta-Analysis

There are four basic types of meta-analysls that are typlcally conducted, First,

the meta-analyst may examine study outcome defined in terms of an effect size estimate
{e.g.» A d, g, or ) or In terms of an estimate of statistical significance (e.g.) p o 2).
Second, within these two outcome classes, the meta-analyst can perform two basic tasks
“(Rosenthal, 1983) by either combining study outcomes or contrasting study outcomes.
The former task represents an interest in the overall outcome whereas the latter task
corresponds to a search for moderators of study outcome.
What often goe§ unnoticed is that the various specific statistical procedures

described in the literature for carrying out these four types of meta-analysis all
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represent special cascs of a more general approach. In particular, all can be represented

as special cases of the following formitas’

A

~ a2 2

2= (Hj’)

This formula represents a weighted lincar combination of elements, ¥, divided by
the standard deviation of that lincar combination. When the linear combination is tested
against the null mcan of zero, the ratio will be approximately normally distributed for
modest sample sizes. There are several things to note about the formula. First, the
clements to be combined or contrasted can be cither effect sizes or an index of
statistical significance. Sceond, it Y= Z, and all Z arc Independent, then the formula
provides the familiar Stouffer solution for combined probabilitlcs (see Strube, 1985a).
Third, it ¥ are to be combined, then all A= L. Finally, If ¥ arc to be contrasted,
then A must equal zero (as in ANOVA or regression). As can be seen, all four types of
meta-analysis can be represented, ‘

What makes this approach additionally useful Is that it provides a means of
accounting for nonindependence. As the formula and the varlance-covarlance malrix in
Figure 1 indicate, nonindependence serves to aller the size of the standard deviation of

" the lincar combination. Under the assumption of independence, all covariance terms are
zero, and the cstimate of the standard deviation of the lincar combination is based solely
on the main diagonal of the variance-covariance matrix (formulac for estimating the
variances of several common effect sizes can be found in Hodges & Olkin, 1985;
Roscnthal, 1984). Thus it is the off-diagonal clements that are of particular intcrest

when there is nonindependence.







Nonindependence will arise in a meta-analysis whenever the same study (or
subject, for N = 1 research, see Strube, 1985b) provides more than one effect size or
significance level to be combined or compared. In that case, one must attempt to
estimate the magnitude of the off-diagonal elements of the variance-covariance matrix
(see Strube, 1985a). Actually, we need not estimate all of the off-diagonal elements. It
is probably safe to assume that effect sizes and significance levels from different studie:
are independent, and thus the corresponding covariances are zero. Thus, in Figure 1, the
covariances in the lower left box can be assumed to be zero. Only the circled
covariances need to be estimated. If reasonable estimates for these covariances can be
obtained, then an exact clomblnation or contrast is possible.

Consequences of Nonindependence

Given current reporting praétlces; it may be difficult to estimate the needed
covarlances. 1t Is still Important to recognize the type of Influence that
nonindependence has so that, even if it cannot be adjusted statistically, it can serve to
temper one's conclusions. |

Figure 2 displays four baslc types of questlons that could be asked in a meta-
analysis, as represented by the welghts ( ) that would be used In our formula. We also
have listed 3 studies each of which gave rise to 2 outcomes measures that we will assun
are positively correlated. In the first case, all outcomes are added {a comblned result i
desired), that 1s, all A arc positive and thus the Influence of nonindependence is to infla
the denominator of the formula. Accordingly, falling to adjust for nonindependence wi'
inflate the likelihood of a Type I error. In the second case, two studies are compared.
Because the comparison is across correlated units, the influence of nonindependence is

inflate the denominator of the formula (i.c., cross-product of Asis positive). Again,
failing to take nonindependence into account will inflate the Type I error rate. The th

case represents a contrast where the two different outcomes within studies are
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Type of Contrast ..

."g Ay
© Study ' 1

Study 2
Study 3

.

Type of Error

increased Type | Type | “Type |l

T

and their assoclated inferentiaf errors

Figure 2, Four common meta-analytic contrasts

when nonindependence ls ignored.
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compared. -Because the comparison Is within studies, the influence of the
nonindependence is to decrease the denominator.of‘ the formula (all A A j are
negative). In this case, failing to adjust for nonindependence will inflate the Type Il
error rate. The final case represents a pattern of contrasts corresponding to an
interaction. Here interest is in whether the difference between the two outcome
measures depends on the study. Here too, the effect of unadjusted nonindependence is
inflate the Type Il error rate. .

Thus 1t can be seen that the effef:t of nonindependence on the outcome of a met.
analysis depends on the type of question being asked.

Summary
In sum, the meta-analyst must be aware of the Influence of nonindependence.

Where possible, the effect of nonindependence should be adjusted statistically, If thisi
not possible, the meta-analyst must quality concluslons, taking Into account the known
directional effects of nonlndependence on the likellhood of making Type I and Type It
errors. 1f nonindependence s ignored, meta-analysts may Introduce stubborn and

greoneous conclusions Into the literature.
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The Use of Judgement Analysis and A Modified
Canonical JAN in Evaluation Methodology

Samuel R. Houston
University of Georgia

ABSTRACT

Judgment Analysis is presented as a technique for capturing and

clustering unidimensional policies among a group of Jjudges or evaluators.

JAN

utilirzes a multiple linear regression model to represent each policy and then

clueter evaluators together who are expreasing similar policies, JAN is

extended to a multidimensional situation in which a modified and simplified

Canonical JAN (C-JAN) procedure for capturing policies on more than two
criteria ie described. PRoth unidimensional and multidimensional JAN

procedures should he of general intercst to the ¢valuation methodologist,




Teacher effectiveness is an area of great concern and the focus of much
research in the educational cormunity. The idea ot teacher evaluation by
students has been popular at the University of Northern Colorado campus for
{ many years. f1lhe primary purpose of ‘this paper is to present Judgment Analysis
¢ (JAN) as a technique for both capturing and clustering policies about what
t constitutes teacher effectiveness for individuals serving as evaluators.

: Management personnel and evaluators often base decisions upon complex
. arrays of information., If these administrators could state explicitly how

: they used this information, these decision makers~-and others--could replicate
i their judgments in subsequent sitations in which the same types of information
% are available.

i By way of an example, consider a situation in which an organization is in
i the process of recruiting personnel for particular jobs at a specific point in
/:time. The evaluation of prospective applicants for each position is often
determined by the judgment of one or more administrators, judges or decision
policy) makers. Frequently the actual rating for each applicant is obtained
y combining several different types of informatin into a weighted composite
¢ produce a numerical indicator of the decision raker's judgment or value
.rating, - One method of weighting is to have the decision maker provide the
-numerical weights to be used with the different types of information
variables) to form composite explicit-weighting evaluations. While
‘e¥plicit-welighting procedures are satisfactory in some situations, it is
sually quite difficult to choose the proper multiplier values to form the
; composite evaluation of the applicant for the position in question that
radequtely indicate the value of a person on a job, The problem of determining
he appropriate numerical weights to be used can be illustrated in the
ollowing example, In Table 1 are presented three test scores in statistics
or two atudents, The instructor desires that each test Le weighted equally
n the determination of the course grade. Both students obtained the same
point total of 120 pointe., Yet, if the instructor wants each test to carry
he same weight, he must not add the three scores together! While each test
4@ the same mean mcore, the variancese for the three teots are quite
ifferent. This variation actually influencea any explicit-weighting approach
hich might Le applied. As a result of these ¢ifferences, different weights
‘must be applied to each teat score if each test is to carry the same weight in
Fthe eveluation process. .
The difficulties encountered with explicit-weighting strotegies in
eneral have led to a sacond method-=policy~-capturing==which involves implicit
etermination of the numerical weighte to be appliea.

1. JUDGMFNT ANALYSIS

A technique for determing implicitly the set Qf numerical weights to be
pplied in a decision-making situation was developed by J. H. Ward, Jr.




s . Table 1

ASSIGNING WEIGHTS TO THREE TESTS IN STATIS'IICS1

Test Points

Test 1 Test 2 Test 3 Total Foints
Mary 30 40 50 120
Joe 50 40 30 120

g-Score

Test 1 Test 2 Test 3 Aver;ge Z=-Score
Student:
Mary 0.00 1,28 lk 1.67 0.97
Joe 5,00 1,25 0,00 2,08

Porc‘ntile Rank

Test 1 Test 2 lest 3 Average Fank
Student:
Mary 50 8y - ’ $S K] .
Joe 99 89 , 50 98

lasoume Test 1 Scores ~— N(30, 16), Test 2 Scores ~N(30, €4) and
Test 3 Bcores ~ N(30, 144).

2petermined for the Z-EBcores.

It is called Judgment Analysis (GAN) and it involves a hierarchial
grouping of data using an iterative procedure (Ward 1961, 1963, ward and Hook
1963). Wwhile this was a clustex analysis technique, Bottenberg and Christal
(1968) used this idea of hierarchial grouping to combine regression equations,
using minimal loss of predictive efficiency as the grouping criterion.




Originally, JAN was developed to solve problems faceé by the Personnel
Departmert of the Air Force (Christal 16€8a; Pottenberg and Christal 1%e€).

(%

2. FOLICY-SPFCIFYING "AND IOLICY-DEVELOEMENT WEIGHTS IN JAN

weights

Folicy-capturing requires a set of judgments (Y values) associated with n
decision situations to obtain the implicit weights. However, in the '
policy-specifying process, the weights are determined without empirically
obtained judgments (Y values) by stating desired properties of and relations
among the precdicted values in sufficient detail that the numerical welights
become known.

Specifically let

hi = ' the unknown weights to be determined by policy-speéifying
ot (corresponding to ay in policy-capturing above), 3 =
1,000k
bo = an unknown constant (corresponding to a,)
wy- variatles correspcnding to the predictor vectors akove,

These are not vectors of cata Fkut are variatles which
when given a set of weights bj and b, and a set of
values for X4 will yleld a composite value Y.

Then we have the starting function
y = bO + blxl + thz + aee t ijj + vee + bkxk

Prior to the policy-specifying process, the range of values tor x).
X9y ee Xk BTE knowD Put the by and L, values are not known. )
Folicy-rpecifying proceeds by stating restrictive relations among the

predicted values for varicus values of x4. fThese policy statenents result
‘in restrictions on the values of by and b, s0 that the numerical values of

“the weights can be determined. Bpecification is completed when k + 1
‘Andependent rostrictions are imposed, Once the values of bj and b, are
#known, then predicted values, y, can be calculated for any Values x4.

Policy~-capturing and policy-specifying can be combined to form a general
iiprocess of policy-dovolopment. A particular decision maker may start by
specifying several properties atout relations among the predicted values.

Whereas policy=epecifying resulted in k + 1 restrictions on the k + 1 weights,
by and Ly, the expressin of desired properties may result in only ¥ k +
1 restructions on the by an b, values, o

Then imposing these 1 restrictiors on the starting moéel results in a
‘restricted model '

Yr ® <o + c121 + €% + ...+Cij 400t CporZyar




“where

.4t would be possible to use policy—capturinq to

24 ='hé§ variables resulting from imposing the r restrictions.
ble is a linear combination of the xj variables. Now
111 k + 1 = x unknown weights c4 and c, to be computed
fznd the ¢4 values. The
for each of the n[n (k + 1= r)] decision
values associated with various profiles of
Then the least squares values of

Each zj varia
since there are st

decision maker could provide,

situations, y3 (i = 1,..0¢m)
information about the aifferent situations.

¢4 can be computed for the model.
¥ = cgl + cyz(1) 4 cpz(2) + Lk cyzfd) + Lo cp-y2 (k) + E(2)

where
Y = a vector of judged values of dimension n.

z(3) = the jth predictor vector, of dimension n formed as linear
combinations of the predictor vectors x(3) generated from
information associated with the decision situations.

and ¢, the welighting
cy restrictions imposed
the empirical jucgments.

Having computed the least squares values for ¢
system now produces values that both reflect the poii

by the policy~specifying process and the best fit to

3. GPNFPAL APPLICATIONS OF JRN

JAN has been used in several studies conducted by the U.8. Alr Force for
job evaluvations and to stimulate officer promotion boaras with a high degree
of efficiency. Fquations have also heen designed to simulate career
counselcrs in making initial assignnents of alrmen graduating from Lasic

training (Dudycha, 1970).

The JAN technique has been applied in & prediction study of success in
graduate education. In & study ky Houston (1967) two variations of JAN were
investigated--Normative JAN and Ipsative JAN. The purpose of the Normative
JAN study was to determine the extent to which a policy regarding graduate
adrission standards existed among melected graduate faculty nembers at
Colorado State College (now University of Northern Colorado). Basically,
three sets of indepundent profile variables were usués. (1) blographical dat
(2) test data, and (3) major subject field data. Fesults from the Normative
Jan study indicated essentially one policy wes presont. in the group of Jjuage

dy used for its dependent variable the rankings
sutmitted by the judges who were requested to rank, without access to the
throe sets of independent profile variables used in the Normative JAN study,
the doctoral gracduates on a basis of personal knowledge. It was the intent
this phase that the ratings or rankings te loaded with personality factors !
readily availaile in the Normative JAN study. Kesults of this phase were

The Ipsative JMN stu




redictive standpoint. The

tatistically significant, though weak from the p!
was in the suggestion of new

ractical significance of the Ipsative JAN study
{rections for subseguent research.

houston's Noxrmative study at’ ®

williams, Gab, and Linden (1¢6S) replicated
-he University of North Dakota and sought to determine the policy of a
mmiversity doctoral admissions board. 1welve members of the graduate faculty -
svaluated each graduate student's profile and place it into one of seven :
~-riterion categories (¢~sort). Fach rater's policy was assessed cr captured
and the raters were grouped into appropriate clusters by the JAN process. The
investigators found that at least two separate judgmental systems were present.

on of the versatility of the technique is provided in
a study by Stock (196¢) who sought to cdetermine if systematic differences
existed in the placement policies for special education students arong special
education personnel (teachers, administrators, and the members of the special
education screening committee) responsihle for placing the students in the
public schools of Cheyenne, wyoming. Colvert (1$70) used JAN techniques in
the identification and analysis of the consultant ratings of elementary
student teachers at the University of Northern tolorado. Using JAN
procedures, Chang (1970) designed a study to determine whether individuals
gerving in different official capacities in the State of Colorado had
differing attitudes toward selection criteria for awarding college financial
grants. Yeelan et al. (1¢73) captured the leadership policies of selected
fireman in the State of Colorado with the use of JAN.

A further illustrati

The guestion of what is pornographic was investigated by J. Houston ana
g. Houston (1974) who used JAN as a methodology by testing this technique with
three groups cencerned wit this issuve, These groups incluced doctcral
students majoring in Psychology, Counseling and Guidance at the University of
Northern Colorado, lawyers and police officers from the city of Greeley,
Colorado. Tha JAN technique proved to be surprisingly effective in capturing
ané clustering the policlies (specific and complex) of the judges trom the
three groups identified. As expected, many policles were present.

The problem of evaluating curriculum packages was explored by Torgunrud
(1971) in a doctoral digmertation completed at the University of California at
Lost Angoles under the direction of Cean John I. Goodlad. Torgunrud SN
identified from the educational literature the following independent variables
as important éimensions of any curriculum package or set of materials which
‘are under consideration for possible adoption. These include: (1) valid and
- isignificant content, (2) significant elements of organization, (3) sequence
| sproviding a cumulative effect, (4) integration providing horizontal
elationships, (%) value position clearly stateé, (6) specificity providing
idirection, (7) flexibility providing alternatives, (8) accommodation for
satudent participatien, and {11) provision for measurenent of achievement.
ﬁAfter defining the variables, Torgunrud generated a sample of 100 profiles,

i each described on the 11 vaxiables, Ly using techniques described by Naylor
and Wheery (1965) for simulating stimuli with specified factor structure,




Iﬁfanéiﬁéf‘e%éluatién at the University of California at Los Angeles,

S Duff (1969) utilized JAN techniques to capture both the teacher~hiring
policies (Ex Ante) of selected administrators and the administrators'’
evaluation policies (Ex Fost) of teachers' on-the-job performance after their
first year of paid teaching experience. Both types of policies (hiring and
job performance) were analyzed for elements of predictive validity Ly the
investigator.

KHE

The effectiveness of JAN in capturing and clustering raters' policies wag
investigated by Dudycha (1970) in a Monte Carlo evaluation of JAN as a
methdology. Dudycha's outcomes show that the grouping process begins tc break
down when there are fewer than 200 stimuli being evaluated or 100 if ten or
more stimulus dimensions are used. (onseguently, the researcher using JAN
must be concerned with the number of stimulus dimensions used in a
relationships to the stimuli being evaluated. It is the present
recommendation of the writer that a minimum of 100 stimuli be available for
each judge on a maximum of 10 stimulus dimensions,

Other examples using Ipsative JAN are Christal (1968b) in which the
researchers had to use their own knowleage to discover the variables Leing
used by the single judge, and Holmes and Zedeck (1973) in which the judges
were asked to judge paintings and also to relate qualities which the paintings’
exhibited. These qualities were then used to develop characteristics used ag
the predictors in the linear mathematical policy model. A Normative stucy
using these characteristics followed,

The type of JAN used in a study can be further specified, Type A JAN
would be used if the judges were dealing with the same subjects ox profiles,
Type B JAN designates a situation in which the judges each are making
judgments on a different set of subjects or profiles.

Traditionally, JAN prollems have involved predictors having a continucus *
distribution and have had dependent variables which were either ranked or
categorical, It was demonstrated by Houston and Bolding (1974) that OAN 4is a *
special case of the general linear model, Because of this, any type of
variable which could be used in a linear model could be used in JAN. Bats of
non-redundant, dummy variables, for instance, can be used for the catagories
(Suits 1957), An example of this can bo found in Christal (1966b) in which
some of the variables were categorical.

Certain issues aswociated with the use of JAN have Leen aebated (Houston
1¢74b). It has reen suggested that & Aletriltution be specified a priori for
the judges tc usu., A second lesue raised by statisticians was how many
predictors (i{ndependent variables) should ke used. BStatistical studies have
shown that ten ehoulc Le the mininum., Practical conelderations have suggaested
between five ard meven. A third {ssue was the number of B8 to be given to
each judge. Gtatistical studies empluyling Monte Carlo techniques have shown '
that a minimum of 200 should be used, FPractical coneiderations indicate that
between 30 ana €C profiles should be used in a policy-capturing situation.
Another issue debated is whether a test of significance or a practical test
should be used. Fegression is a large sample procedure. ‘Tlests of




significance useful in JAN (t and F) are designed to be powerful when samples
ire small with increasing power as the sample size increases. Wwith a large
sample size even the smallest decrease in predictability can be significant.
dard and Hook (1963) recommended looking for a ‘break in the pattern of ‘rR2
(£SC) value decreases between stages in the analysis. HKHouston anc Gilpin
(1971) suggested a mocdification of this technique. They recommended
:stablishing 8 priori the maximum decrease in precictakility which the L
researcher would allow before considering the decrease to be meaningful.: They
iuggested a .05 level as & general “"rule of thumb®.

JAN has been widely used as a policy-capturing procedure in the
rilitary. Some examples of military policy~capturing applications have been
lescribed in the following publications: Black (1973); Christal (1968a,
96€b); Gott (1974); Ccoch (1572); Jones, Mannis, Martin, Summers, and

/lagner (197€); Koplyay (1970); Koplyay, Albert, anéd Black (1976); Mullins
'nd Uséin (1570); ward and Davis (19€3),

4. STUDENT PQLICIFS OF TFACHEP EFFECTIVENESS

The student judgmental policies of teacher effectiveness were analyzed in
study completed by Houston and Gilpin (1971),

Frocedures. The primary problem of the investigation was to analyze the
esults of a teacher descripticn study and to identify judgmental policies of
elected suhsets of students at the University of Northern Colorado. The

ubjects for which profile and judgment scoree were generated were faculty
embers of the University of Northern Colorado.

Ihe judges. &tudents rated the teachers using the criteria represented
n Inatrument Cne., For purposes of this study, the students were grouped .into
lected subsets, 7The firet grouping was made by schools or colleges within
he university and reasulted in seven subsets or groups of atudenta., The
:wearcher treated each of the individual groups as a judge in the first JAN
wvestigation, The second grouping of students was determined by grade level
ad allowed for five sukscts of studente ranging from freshman thxough
raduate level. Fach of these distinct groups was treated as an individual
nage in the second JAM analysis. ‘%herefore, in the JAN analyses, a slight
anovation was used, In the usual JAN a Jjudge is an individual; however, in
1is study the individuals were grouped into subsets and each subset,
meisting of numerous individuals, was considered a judge.

The instrurent. The student raters were requested to rank teachers on

‘e firet 9 {teme and to provide biographical information asked for in item 10
? the following instrument:




' ‘i. Teacher Description Ingtrument (Instrument One)

Pleaéé rate only this teacher in this particular course in accordance with
4) Good 5) Ixcellent

this rating scale. 1) Foor 2) Fair 3) Average

1. Teacher's interest and enthusiasm fox course
2. pbility to adequately answer questions

3 2ability to communicate the subject matter effectively

4. Ability to interest and motivate students
S. Fairness in testing and grading

6. Personal interest and adaptation to student's needs

7. Course objectives are clearly stated
€. Course objectives are met

9. Everything considered, including strengths and

weaknesses, I would rate the instructor

1 2
1 2
1 2
1 2
1 2
1 2
1l 2
1 2
1 2

10. 1) Freshman 2) Sophomore 3) Junior 4) Senior §5) Grad

WWwWWwwwww
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The first eight items of Instrument One were ccnsidered incependent
variables while item nine was treated as the dependent variahle in multiple

linear regression analyses. RKesponses to the first elght variables were also

oot

(5]

used as profile scores, and responses to item nine as judgments in the two JAN

analyses. :

JAN techniques, The JAN technique starts with the assumption that each

judge has an individual policy. It gives and R? (multiple R coefficient

squared) for each individual judge and an overall R? for the initial stage
consisting of all the judges, and each one treated as
Two policies are selected and combined on the basis of having the moet

an individual systen,

horogenecus prediction equations, therefore resulting in the least powsible

loss in predictive efficlency. ,This selection reduces the numbe
policies by one and glves a new E? for this stage.
efficlency can be measured by finding the drop in R2 between the two

stages. The grouping procedure continues, reducing the number of policies by
one at each stage, until finally all of the judges have beeo

single greup.

Investigators examined the collective drop in R
A deternm

original stage in eech of the two JMN analysaes.

2 grom thet of the
ination of whethor

r of original
The loss in predictive

n clustered into &

one or more policles wero present among the judges was made on the basis of

the sequential drop in p2, A slippage greater than

priori to represent too great a loss in predictability.

Findings

The first JAM analysis considered the students

.05 was considered &

grouped into the seven

schools and/or colleges of the University of Northern Colorado, Fach group
was treated in the analysis as an individual judge. A listing and

abbreviation of the variables for this study ere

found in Table 2.



Stages of the JAN Erocedure for judges by school and]or colleges.,wﬂhew

p2s for each of the seven initizl systems are reported .in Table 3. Note .
that the magnitudes of F2 are restricted in range. The highest value is.j ,
.8309 for judge four and lowest is -.7443 for judge seven. These high valu

of E2 for all judges indicated that the judges were consistent in thelr . uy
individual decision-making policies. , v

stages of the JAN clustering procedure fér‘thq

ing g2 for each stage. In stage 2, judges
hile &ll other judges are

ratle 4 reports the seven

seven judges and the correspond
two ané three have been .combined to fornm one group w
treated individually. The drop in 2 between stages 1 and 2 is only .004.
Continuing this clustering procedure, stage 3 comhined judges five and six
resulting in a model consisting of five policies or systems. “he resulting

drop in P2 from stage 1 is .0009.,

ttage 7 combinec all:seven judges into:one cluster and resulted in a
collective érop 1in 2 of only .0248. The a riori criterion for permissible

slippage in E2 was .05, bSince the collective drop of .0246 is well within
this tolerance level, stage 7 was accepted as the appropriate grouping of
judges. f4herefore, the investigatcrs concluded that only one policy vwas

present among the seven Jjudges.

dges. _Interpretation of the OAM procedure -

Pclicy of the seven Ju
determined that only one polioy existed among the seven judges representing
the scliools and/or colleges. kegression analysis was then employed in an
i

effort to explain that policy.

The inveatigators were interested in determining the unique contritution
of proper subsets of the predictor variables, 1 through &, to the prediction .
of the criterion, GenF. The contribution of a set of variables to preciction
may he measured by the difference between the R? for the full model (FM) and
fers from the FM in that the

the F2 for a restricted model (FM). The FM dif
unique contribution to

proper subsat of variables, for which the L
precictability ia desirea, have heen deleteé, 4he difterence between the two
R%?s way be testea for statistical signiticance through use of an F :qqt;or,"“
elso an a priori acceptakle drop can be established., The investigators chose .
the latter slternative and eet a drop tolerance ot .05, 1hat ls, 1‘~’£F 7~BF
.05, the investigators concluded that the subset under consicderation vag

making a uniquo contribution to prediction of the criterion.

variables is prelonéod in Table 5, Thise

A subjective hierarchy of the
analysis of the Gitferent policies.

grouping was uped in the regression

i? Figure 1 presents a gchematic to guide the sequence of tests troﬁ the FM

through the various restricted models. The accompanying g2 for each of
these models is found in the appropriate block., For example, the information
in block 1 indicates that the independent veriables 1 through 8 were used as

the predictors in the FM and that the R2 for this model was .8123,

L]
Block 2 displays FM - (5,6,7:8), indicating that variables (5,6,7,8) have
jes that variables 1, 2, 3,

bteen deleted from the full model. This also impl




and ‘4 ‘are used as the predictor variables in the RM, By dropping out :
variables (5,6,7,8). the unique contribution to prediction of these variables
can be determined. The measure of this unique contribution was found by the
aifference between the RZ = .8123 for the FM and the R2 = ,7742 for this

rM. the difference ,8123 - .7742 = ,0381 was less than .05 ana thexefore
indicated that these variables were making little or no contribution to
prediction that could not be explained Ly the other four predictor variables.
gince the drop in 2 for this set was not significant, no further tests of
subsets of these variables were necessary. The broken line in the chart
indicates that further testing of subsets of variables (5,6,7,8) was

terminated.

The expression in block 3, ™ - (1,2,3,4), indicates that variables
(1,2,3,4) were eliminated from the FM. These predictors were grouped on the
~gubjective basis that they were related and measured a general hypothetical
category called methodology. The drop ,8123 - .6673 = ,1450 was gteater than
.05 and therefore resulted in too great a loss in predictive efficiency.
Therefore, further analysis of subsets of these variables was undertaken.
However the EZ for the model FM = (1,4) was .7768, Eince the drop of .0335
wage less than .05, variables (1,4) made no significant contribution to
prediction of the criterion. An examination of the subset represented Ly the
model FM - (2,3) showed that the drop in R? was equal to 0376, Again the
drop was less than .05, and it was concluced that variables (2,3) made an
insufficient unique contribution to the prediction of the criterion,
Multicollinearity of the variables (1,2,3,4) accounted for the fact that no
significant drop in F2 was detected when further analysis of the Lranchings
from this set were examined. That is, the variables in thie set are highly
intercorrelated, and when two of them are eliminated, the presence of the
other two in the FM hold up the value of K%, The broken line again
indicates that furthar examination of subsets of these variables was not

needed,

In summary, the, ejght predictor variables were very efticlent in
precdicting the criterlon mince the R? was reported to Le €123, %he model
FM - (%,6,7,8) also had high prediction efficlency with an R2 = ,7742,
Therefore, all of the judges who were clustered into the only policy-making
systom were attending to voriaktles 1, %, 3 and 4 vhen they were rating
toachers in the general overall category.

As reported, the groupling of subsets of the eight predictor varialbles was
a completely suljective deternination, 1he investigators wore interesteu in
analyzing Table ¢, the intercorrelations of predictors and the validities, to
determine if a oifferent hierarchy of variables would result. Ferhaps a
smaller subset of variables making a unique contribution to predioction could
be found if the suleets were grouped differently.

The validities were comparatively high, ranging from .604 to a high of
.804. The investigators grouped the predictors into a hierarchy base upon the

correlations. This grouping is presented in Table 7.




of tests is presented in Figure 2. The branching
rminated in view of the resulting RZ = ,7848 for :uv
he model ‘FM - (1,5,7,8). This represented & drop of only .0275, well within
he .05 level. Of considerahle interest was the alternate branching leading
o ané from block 3. The mocel FM - (2,3,4,€) ylelded a significant drop in

2 of .p123 - .6758 = ,1365. This prompted further investigation of subsets ™ -~
£ this model. The model FM =~ (2,6) accounted for a drop of only .8123 -

763% = ,01&4, and hence further investigaticn of subsequent branching was
:nded. However, the mocel FM - (;,4,6) was of extreme interest in view of the
iignificant drop in P2 of .8123 - .7248 = ,0875. Consequently further
~ranching from this model was investigated. The model FM - (3,4) was also
found to make a unique contrikution since the arop of .8123 - .7558 = .05¢5.
purther analysis of the unique contribution of variables 3 and 4, treated
individually, resulted in nonsignificant findings. The reason for this
finding was that variables 3 and 4 were highly related r3 4 ™= .75, )

The schematic sequence
eading from block 2 was te

The regression analysis based on correlations (Table 7) allowed for a
more refined interpretation’ than ‘dia the analysis Lased on subjectivity. %The
hierarchy suggested by the correlations ‘led not only to a set of three
variables (2,4,6) making a unique contribution, but also to a set of only two
predictors (3,4) making a unique contribution to prediction. :

at this juncture.- The two sets of '

ke unique contributions, but what about
This information is not available from
The researchers investigated the ‘

An interesting question axcse
variables (3,4,€) and (3,4) both ma
their albeclute or total prediction?

the sequence of tests in Figure 2.
precictive efficiency of the FM mocels consisting of the set of varialles

(3,4,6) and (3,4). nhe §4 for the EM consisting of variables (3,4,6) was
equal to ,7678. The difference was .8123 = ,7678 = ,0445 which, by virtue of
the .05 convention useu in this study, inplied that this FM predicted as well
as 4id the FM. However, the PM consisting of variables 3 and 4 had an R2 =

,7340 which obviously was not as efficient as was the Fh.

The second JAN analysis grouped students according
to grade level.. Each of the five levels was considered as a judge, Table 8
shows tho F4s associated with the prediction equation for each of the five '
judges, fThe R%s ranged in value. from ,7966 for freshmen to 08344 for
seniors. fThe high ks indicated efficient prediction for each of the
rospective rogression or decision~-making equations. : C

JAN rade level.

f

grouping technique are prusented in Table 9.°
the preliminary statistics, the collective
to stage 5 was sonewhat ‘less than the ,05

The five stages of the JAN
s conjectured from ohservation of
drop in ke fron the originsl stage

limit,

gtage 2 ccmbined the freshuen and sophomores, leaving the juniore,
seniors and graduates as the three single-member systems. This combination
resulted in an r? slippage of only .002, Stage 3 clustered the juniors and
seniors leaving the graduate students as the only gingleton set. The
collective drop in R< at this stage was a nearly 1nqiscernib1e .0005, ©Stage
4 combined the sets containing two judges each into a cluster of four, again
leaving judge five as the only single-member system. At this stage the




37t g S .
overall drop in R2 was an_ inconsequential 0015. Stage s grouped all of the
judges into one decision-making system and resulted in a total R2 slippage **
of only .003, .Certainly this drop in R2 was well within the tolerance range
of .05. .These Gata suggest that only one juogmental policy was existent among
the five judges.

. SAELE 2
List of Variables and Ablkreviations

Mumber Variable . Abbr,
1. Teacher's interest and enthusiasm for coureg“ ) ' ’ IEth
2. Ability to adequately answer questions . A : Ans{
3. Ability to communicate subject matter etfectively . (Sub
4. Ability to interest and motivate students . . . Mottt
5. Fairness in testing and grading i - ‘ leCr
6. Personal interest and adaptation to student's needa ) ENds

" 7. Course objectives are clearly stated (&) 13
8. Course ohbjectives are met o e . CObM
9. General rating (criterion) - : , GenF.

TN, i
TA!'LI' 3

F2 values for All Judqel !rom chznnlion Modela

4 .
f o

Judge 12
1. 8chool of the Arts . 7869
2. College of Arts and sciences .6126
3. 8chool of Business . 7764
4, College of Education 8309
5. 8chool of Health, Physical Education, and Kecreation . 7992
6. 8chool of Music L8078

School of Nursing




i *TABLE 4
stages of :the JAN Procedure for the Seven Judges
, o S 2 Collectivi

Stage Judges ‘ R Crop in R

1 1, 2, 3, 4, 5, €, 7 - e .8141

2 (2, 3),1, 4, 5, 6, 7 . L8137 .00G4

3 (2, 3);,-(5,6), X, 4, 7 . - ) .8132 .000¢%

4 (1, 4), (2, 3), (5, €), 7 L6121 .001¢

5 (1, 4),2(2,-3,°7), (5, 6) , .e0%9 . .0042

€ (1,.4,52,.3, 1), (5, 6) LE0€4 .00677

7 (1, 41 2, 3, . & €) .7893 ‘ ) - . 0248

o . .
' . . TAELE 5
gubjeqtive Hierarchy of Variatles
' .

1
Methodology: ' ; ‘ ( ‘ -
Teacher's intereat and onthuaiaam for course : o (1)
Ability to interest and motivate studentse : . (4)
Ability to adequately ansyer questions ' ‘ (2)!
Ability to communiéate subject matter effectively i o (3)
Humanistic:
Fairnese in testing and grading o (5)
Personal interest and adaptation to student's neods ' ()
Organizational L - . . .
Couree objectives are clearly -tated ' Cow (7) )

(8)

Course objectives are wet R e R




. FM
(1 .through 8)
.8123

3

!‘M- (1; 21 3' 4)

6673 %

<

FM - ‘1' 4)
« 7768

E? = (5)

M - (6)

m-‘(?)'l l!i- ) l!;n- (1)

*Significant drop in R2?,

TABLL 6

Correlations of Predictor and Criterion Variables

Varia

ble

1.
2,
3.
4,
5,
6.
7.
8.
9.

IEth
AneQ
Csub
MoSt
TeCGr
&nde
Cobs
CObM
GenR

5862 7
467
.510
.604

532
.578 «794
.728 €23

.6%9




subset 1-

‘Sub-gubsets: - : ;
© " Ability to “interest “and motivate students (4)
Ability to communicate subject matter effectively (3)
Personal interest and acaptation to student's needs (6)
Ability to adequately answer questions (2)
subset 2
Sul~gubsets: ‘
- Course objectives are met i wm-:«ou. . (8)
Teachers interest and enthusiasm for course (1)
Course chjectives are clearly stated - : (7)
Fairness in testing and grading. ' . . &
T _ . : FIGULE 2 .
- *'"Seven'Judges’(Hierarchy Pased on Correlations)
; 1
... ™
(1 through 8)
: .8123
2 3
FM - (1, &, 7, €) FM (2, 3, 4, 6)
. 784¢ - L6758% - N
Aot AN
4 5 s W
, MM = (1, 8) 'FM - (7, 8y . M - (2) FM = (3, 4, _6)
: | , o .8046 JJ248% 17|
* i ot e LSS R
: ' ‘ 9 ‘
e (1) (8] [N o= (7) 1 - (8) FM = (6) M = (3, 4)
. 1 .£033 L7558+
) 8 : 9
[FM - (3 - (4)
. 7946 . 7944

significant drop in R2,




or All Judges from }égtession Models

k2 Values

Judges ’ P2

©1. Freshmen ‘ ‘ ‘ L7988

2. Sophomores . 7954

3. Juniore 8165

4. Seniors .8344

5. Graduates .827€
TABLE 9

Stages of the JAN Procedure for the Five Judges

Stage Judges 2 Collective Drop in R2

1 1, 2,3 4,5 .813¢ .0000
2 (1, 2), 3, 4, 5 .8134 . .0002
3 (1, 2), (3, 4), 5 .8131 .0005
4 (1, 2, 3, 4), 5 8121 .0015
5 (1, 2, 3, 4, 5) .810€ 0030,

Summary and Conclusions
Results of the first JAN analysis revealed the seven judges, representing the
schools and/or colleges, clustered into one system. This meant that only one“
decision-making policy existed among the judges. Tegression analysis was uaed te
explain this single judgmental policy and it was found that the judges were
attending primarily to variables 3, 4, and 6, An interesting finding wue chat,t
FM uesing only variables 3, 4, and € resulted in predictive efficiency uignificant
equivalent to that of the FM., Judges representing the five grade levels were ab
clustered into one system as a result of the hierarchical grouping procedure off
second JAN analysis. A

5, EVALUATING THE EVALUATOFS VIA JAN

"

What is now presented is an application of OAN to indicate how it might be use
evaluate evaluators.

The League of Cooperating Schools (LCS) was launched in May 196€€, as a 5-year
project to study and promote planned change in American educatjon. It &
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was sponsored by a partnership of the University of California at Los Angeles,
the Institute of Development of Educational Activities, Inc., and eighteen: i ¢
independent school districts in Southern California. Each school district i
contributed one League school and these ¢istricts ranged in size from the
massive Los Angeles City system to a small district of only three schools.

The districts and schools were selecteé in such a way as to represent, el
bopefully, a true microcosm of Pmerican elementary schools. It was the aim of
thie joint enterprise to develop a cohesive program of research, cevelopment,
innovation, and dissemination of informetion in order to narrow the chasm
between curient educational theoiry and practice.

In order to effect educatiocnal change, a rationale was needed that would
serve as a hacis for research design while at the same time sexving the -
interests of the ccoperating schools. The result was the creation of a'new
social systen in which principals and teachers in the LCS were to ke -7 ey
challenged ty 1/D/E/R to fashion new norms, roles, supports and réwarda“for‘

themselves. . .
. L . e,

Four members of the Intervention staff were requested to score on a S=point:
scale each of eighteen schools on eight characteristics deemed essential for:w
effective schools. A list of these characteristics with explanations appears
in Table 10 (variables 1-g8)., In addition, the Intervention Staff members were
asked to rank the eighteen schools in terms of overall effectiveness. %4he
rankings were used as the criterion variable in the JRN process, this
procedure represents a slight mocification of the usual JAN procedure in that
the judges generated their own profiles by the.scores they gave on variables ’

1-&, -

In Talle 11 appears the intercorrelations between all the variables. The
meang and standard deviations are presented in 7akle 12. A multiple linear
regression ecuation was developed fur each Inteirvention Etaff member who
served as judge. Table 13 contains the correlations of each predictox
variakle and the critericn variable (school rank). Alsc included for each

rater is his multiple correlation coefficient. .
&‘:
Table 14 summarizes intercorrelations of judgmental policies. It appears
that judges 3 and 4 have the most homcgeneous policy as the correlation
coofticient rating their rankings of effective schools is 0.90. This is borne
out in Table 15 which gives the stage values for the JAN technique. 1In Btage
2, two groups have been formed and judges 3 and 4 have been first to be
grouped. The investigators conclude that there are essentially two policies
presont. 1he justification for thip stems from the fact that the collective
drop in r? trom Stages 1 to Etage 3 is just 0,0361 while the drop from btage
3 to Stage 4 results in a loss of 0.0678¢ raking the collective drop 0.1060,
From Table 1f one can see in stage 3 that judges 1 and 2 comprise one policy

group while judges 3 and 4 form the second policy group.

might wish to refer to Table 13 which reports
hool characteristics and judges., However, one
finde a aistressing situation in that all the inteYcorrelations are high.
This means that the judges may have been gullty of the “halo effect" as they
generated their prefile scores for the eighteen schools.

In arslyzing the policies one
the correlations lbetween the sc




?ﬂe investigators werekinterested in determining the unique contribution'
f proper subsets of the predictor variables, 1-8, to the pxediction of the *

[

iterion, JANCr, in both policies to compensate for multicollinearity, o

e Foi an explanation of the two judgmental policies, the'investigators :?
first made a subjective analysis of the predictors and conjectured that theyfﬁ
" formed a hierarchical pattern as displayed in Table 16. .

S ‘

Presented in Table 17 is a schematic to guide the sequence of tests
associated with the single policy of Judges 1 and 2z,

In summary the eight predictor variables were very efficient in
predicting the criterior since the R2 was reported to be 0.8672. Folicy 1
as expressed by Judges 1 and 2 could basically be explained as a concern for |
the competence of the professional team (variables 1, 2, and 3)." e

by

{‘d‘

In Table 18 appears a schematic which illustrates the second policy,
namely the of judges 3 and 4. From blocks 2, 3, and 4, it can ke seen that
R - each of the three subsets in the subjective hierarchy was making a significant
unique contribution to predicting the criterion. . ‘

PR

o g

TABLE 10
Liet of Variables

Number Variahle ‘ Abkr,

1. Extent professional team (principal and teachers)
shows enthusiasm about their school program ' LEnt
2. Extent profeesional team is action-oriented;

i.0., they put their ideas into practice . ‘ Iact
3. Extent professional team is inquiring and searching
intellecutally and self-critical I'Ing

4, Extent children are involved in educational activity
. (can observe and talk to children)

Extent teacher concerns are with each child as an
individual. (One can gain information from
children, teachers, or parents.) TChC

6. Extent the district supports and shows pride in
the school program

Extent of community support (the program is
supported by participation in school 1life,
publicity, etc.)

The quality of the educational program vis-a-vis
individualization of instruction is evicent
(alternatives, conferences, different grouping
procedures, etc.) QEdFY

JAN criterion--rank of gchool
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variable

PEnt ’ 1
PAct 2 .83
PIng 3 .56 - «79
Cqu 4 .66 .71‘ .71 .
TChC &  .70 .74 a2 .74
DSup € .80 .60 .64 .73 .60 l N
csup 70 .14 76 .84 27 77 7
GEarr 6 .58 M:é)_cf .65 RSN £ 46 67 :
JANCr . 9 ~e57 .““‘;74_ .Bé .75 . e .56 .. .59 L 7
N E LRI 4y
TAELE 12 o .
Means and Btandard Deviations (N = 1¢)
] ' pLd
' " standara
Variable . Mgfn\ o .Deviation
1 PEnt 2,333 TR I
: g Grhum b ey Gk Sk anec o
2 .PAct 1,944 .872
|3 TIng 1722 .826
4 GInv 1.388 698
5 TChe 1.833 .707
6 Dsup 1.777 ' .878
7 CSup 1.€11 .E50
l.eée €86

'8 CEGPr

JANCx




TABLE 13 , ,
een Judges and School Characteristics

3 LA

Schocl Characteristics

GInv -~ TChC  DSup CSup  CEdPr . .11_‘v%7
1 0.5  0.74  0.82  0.75  0.71  0.56 6.5  C.71 0.05 7%
2. ‘:ﬁ 0.57  0.52  0.62  0.77 0.69 0.63 0.63 .59 g.py
3. 0.67  0.88 .65  0.77 €.83  0.€6 0.7€  0.€3
PR 0.65  0.85 © 0.71  0.73  0.80 0.9 0.62  0.65
TABLE 14 ‘ R Y TARLE 1%
Intercorrelations of Judges - Stages of the JAN Procedure
o . ColiE:EIZ
Judge 1 2 3 4 - Btage Judges R2 Drop"ﬁgif
1 71,00 0.68 0,71 0.€3 R | 1,2,3,4 - ,8302
2 0,68 1,00 G0.65 0.6€ 2 (3,4), 1,2 Lez22
3 0,71 0,69 1,00 0,90 2 (3,4), (1,2) ,7921
4 0.63  C.t€ 0,50 1,00 4 (1,2,3,4) 7242

' TABLE 16
gubjective Hierarchy of Variables

Professional staff competence: Extent professional team ia
enthusiastioc

Extent professional team is
action~oriented

Extent professional team is

inquiring end self~oritical (3)
Concern for children: Extent children are involved
in evucational activity (4)

Extent teacher concerns are
with child as individual

Extent of individualized
inetruction (€)

Outside support: Extent of district support (€)

Extent of comnunity support
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TABLE 17
Elowcha:tjof*tegression Analysis of 'Policy.
T R . w5 winop wm am AT - o Lk

I (Judges’
[AESEEES 4

0.8672 T O S M
3 4 ,
M -~ (4, 5, 8) I =-(6, 7)

0.8407 ¢0.8601

5 7

— f—— co— —

PSRN

€
FM = M

- { - M -
0.6534] |c.885¢ ET.E()GI r :

*Significant drop in R2,

TABLE 18 .

Flowchart of Regression Analysis of Policy II (Judgee 3 and 4)

, [

2

3 i R €

M = (1' 2' 3) FM Fﬁ'- x(G.r»,

0.6276* 0 ~lo,6548% -
g | Rl

5 6 7 8 T2
M = 1 [r' -a FM = 3 [ﬂa-a = e T
0.€987 {0.707 0,€423% [0.6593* 168 . < |0.6349%

*Signitiéant drop in ke,

In summary, the eight predictor vari
the criterion for judges 3 and 4, though®
Policy II differed from Policy 1 in that
subsets made a significant uniqu

L]
ables were efficient in predicting
not as efficient as in Policy I.
each of the three hypothetical

e contribution.




o In’ this study, ;an attempt was made to demonstrate the
feasibility of utilizing a modified form of JAN

-policy of rated school effectiveness in the Lea

project. Four Intervention Staff members, serv

profiles for each of the eighteen LCS and then

overall effectiveness. )

With the use of the JAN technique, the four Judges were placec into
appropriate clusters, and it was found that at least two separate judgmenta)
policies were present. lysis of the two policies was
undertaken. Policy I could be explained basically as a concern for the
competence of the professional team in the schools., On the other hang, Pclicy
II was more comprehensive in that it not only reflected a concern for a
competent professicnal staff, but it incluced a concern for children as well
as a concern for community support.,

5

6. CANCNIAL JUDGMENT ANALYSIS

What is now proposed is &
extended to include the ratin
or dimensionsg.

C~JAN,

Definition of Terms

The following terms are defined in the cevelopment of C~JAN:

Double~-Barreled Principal Components Bolution.-=A factor solution for a
canonical correletional analysis. In this type of factor solution a principal
comporients solution for the predictor (profile) variables is given in
conjunction with a Principal components solution for the oriterion (judgment)
variables. Not only are the factors in each of the above principal component
solutions orthogonsl to each other, but the cross-set factora are orthogonal
to each other,

Factorial Judge.-=A Judge generated from the prediotor and critirion
variable scores and the weights of a double-barreled principal components
solution of a particular judge,

@ A JAN.=~A JAN in which all the Judges give ratings on the same
subjects with reepect to the same criterion variable and predictor variables.

Type B JAN.~=A JAN in which the Judges ¢o not rate the same subjects with
Tespect to the same criterion and predictor variables.




teps in C-JAN Process

tep 1

For each vjud‘ge' run ka“‘”c":a}ié;mi'célx“cqrrél'a'“i‘:‘iozr{ enalysis using wVeld
1267) CANONA program. .Let the judges be Jy for k = 1,,..,m '*

tep 2

For each judge, Jr, determine the number of factorial judges,
<,Fl,JK,F2"':Jk,FnF'

'is is where Ik e would be the ifh:factor‘ial judge génerated from the ith
ictor for the kth judge. Aalso, np = the number of significant factors.

1. let %p; be the canonical predictor factor score vector for the ith
factor for the kth judge.,

2. Let Up; be the cancnical criterion factor score vector associated
with Zpg for the kth judge, ‘

3. Let (%1, Fi)i=l be the weight vector for the jth predictor factor
for the kth judge. '

. t .
4. Let (by py)i=l be the weight vector for the jth criterion factor
for the kth judge, e ' ’

5., Let the following model be used in the JAN process tor the factoral
judq‘ aklpi for 1.1' vee 4 n!‘o

The criterion vector (g,’ 1,!_1;.1)'
The profile matrix:

* * :
8,74 X 82,F4 A2 .., 'l,!‘iﬁ' bl,m*\ll cee bt,u*"'r

xx xx tee  eee XX
xx xx ‘oo e XX Onxt
xx XX cie eee XX
xx cre  aee T XX
Onxs xx g e X
xx ces  eee XX

N = number of subjects for Jy.




‘et hipetermine the judges who should ke retained. Judges who identify at
1éast one significant canonical factor should be retained in the analysis,
Any ‘judge who is unable to identify at least one significant factor should be™
reliminated as he is failing to relate any predictor variable set to any ;
ceriterion variakle set. After eliminating inconsistent judges, a Type A or
Type B (JAN) should be completed on all of the factorial judges identified in":

the stucdy. L

Step 4

*

For every policy captured in Step 3 form a matrix in which each column - 7
represents the respective factorial judge's original factor loadings. These’
loadings will be obtained from the CANONA printout for the judge from which
the factorial judge was generated. Include along'with this matrix the
corresponding vector of canonical correlations for the original CANONA

printout.

step S .

At this point aided with the data presented in Step 4, the researcher
should make an intuitive analysis of each of the captured factorial policies”
in order to determine relationships between precictor variable sets and
criterion variable sets.

A linitation in this approach to C-JAN is that a single judge may be
allowed to express more than one policy as more than one canonical correlatio
assoclated with his judgments may be significant. Unfortunately this full =
C~-JAN tachnique ie so complex that it has rarely been used,

Instead we propose a simplified C-JAN methodology which may be suitable
for use in many practical situations and avolds much of the complexity of the"
full C-JAN methodology. Essentially, the canonical analyeis will only Le used
as a data reduction taechnigque to reduce the multiple critexion variables to a.
single criterion veriable, 7This then allows use of the standarxd JAN :
analysis. This approach would be suitable for the case in which judge's
rankings on the multiple criterion variables ¢isplay a degree of redundancy.

The basic steps are as follows:

1. Give a set of N profiles to the K judges and have them rank the
profiles on the specified criterion variaskhles.

2. Use cenonical correlation analysis to procuce & set ot canonical
functions for each judge ueing the judge's rankings as one canonical
sot and the profile variahles as tho second canonical sut.

3. Check the canorical correlation between the first and gecond two
canonical functions for each judge. To continue with the simplified
C-JAN procedure, it would be necessary for the first canonical b

functions to be of practical significance and the second and further

i




possible canonical functions to ke of little or no practical
significance. If even the first canonical F is of no significance
for a particular judge, the judge should not be used in further
analysis. If more than the first canonical functions are highly
important, the more complex C=~JAN procedure must be used.

4. Use the first criterion canonical function to proouce a new
canonical variate for each judge. Substitute the new canonial
variate for the original set of criterion ranking variakles for each
judge. Substitute the new canonical variate for the original set of
criterion ranking variables for each judge. !

s Proceed with the standard JAN analysis as described in the previous
section.

H

€. If rulticollinearity of the piofile variatle set is not a problem,
then regression analysis can ke used to capture the judgment. .
policies as usual, If multicollinearity is a prcblem, then
canonical correlation analysis may be used to bhelp determine the

juégmental policies.

The lcgic behiné this proceduze is quite streightforward, The first
monical eriterion function is the linear combination of the criterion
riatles which extracts the maximum poseible variance of the criterion
riables and has the maximum covariance with the first cananical function of
e profile varjables, We are attempting to maximize the simplicity of
ibsequent data analysis while minimizing the loss of. information.

;plication Fxample

e internal funds which are used

Many institutions of higher education hav
ich may lead to outside funding

2 support the beginning stages of research wh
nd publishable journal articles. It is typical for such funds to be . ..
llocated by committee decision. Several interesting questions might be .

aised about such decisionsi ORI

1, Given a set of protile descriptors of a research proponhl,-héw many
different judgmental policies exist among the committee members in
determining the quality of the research proposals? .

2., Which descriptors do the differing judgmental policy groupn 
enphasize in deternining propousal quality?

N approach in answering the
£ 32 hypothetical descriptions

A sample profile appears in

the following erample illustrated the C=JA
stated questions, We firet constructed a set o
of proposals by use of simulation techniques.

Table 19%.




TABLE 19 +

Profile Variable ID - ' B whET pyerage
Numkers and Descriptors ‘ ) 4 s

Need ' PP |

LN

‘Feasibility ol < S P S
Cost benefit ‘ ceessecansannsed
Quality of writing cosee2

Originality D P D S R I
W g Y i

Judges' Overall Rating . Rank Profile from lat (atronqest) to 32ng
(repeated rankings not '~ '(weakeat) ’
allowed) P

"t ey
Poseikility of generatinq
outside funding :
Fossibility of leading to
publishable journal research

' The set of 32 protiloo was then aubmittod to oach*o! !our menbers of 2
hypothetical proposal funding committee.: The judges were required to
independently rank their set of profiled from strongest (let) to weakest
(32nd) besed on the profile descriptor values, 7This ranking had to re
accomplished first for the possibility that the proposed research would lea
to outside funding, and secondly, for the possibility thd proposed research
would generate journal publication. 1he rankings tor ¢ach of the criterion
variables should be carried out at separate times in order to minimize halo
effect. 7Tied rankings were not allowed for any particular criterion vsriable

Tables 20 and 21 show means, standard deviations and intercorrelations of
the five simulated profile variables, The simulated profiles appear to Le
quite good with consistent means, standard deviations, and low
intercorrelations hetween the profile variables. '




TABLE 20
Means and standar@ Deviations (N = 32)

standard
Variable ‘ Mean Deviation
1 6.25 2.54
2 5.69 2,7€
3 5.34 2,73
4 5.72 3.1%
5 5.25 2.80
TABLE 21

Intercorrelations of the Profile Variables

- """ fesearch ¥roposal Profile Variables ; ,

1 2 3 4 L
1 1.00 -, 28 - 23 -, 24 23
2 -, 28 1.00 -,03 -.19 =13
3 - 23 ~,02 1.00 .09 -, 06
4 -, 24 -.19 .09 1.00 .01
& .23 -.13 -,06 .01 1.00

The met of two criterion variatle rankings and the five profile
variables were then subjected to canonical correlation analysis for each = .
judge. The canonical correlations for this enalysis are displayed in Table 22




Cenonical Correlations Between the Panking and Profile
ey : Varialle Sets by Judge

Canonical K’

1st 2nd

.959 .272
34 541
.916 .367.
915 - ., 32¢

In each case the first canonical correlation is very strong while the secong
is comparatively weak, We therefore proceeded with the simplified cC-oan ‘
procedure. The first canonical function for the criterion variable set was
used to produce a single canonical varialle for each Judge, The original ge
of two criterion variable rankings wase ‘replaced by the single canonical
variable, R Pt ST SRR vy U ..‘uv ran o

S BN

' -

- i The modified deta were -then analyzed Ly means of the JAN
procedure which computes & regression equation for each judge and then
hierarchically clusters the judges based ‘on the homogeneity of their
prediction equations. A general idea of which Judges will cluster together
can ke determined by looking at Table 33 which shows the intercorrelations of .
the judges., ... ... ... .. ol . R [ : -

.-

TAELE 23
Intercorrelations of Judge's Fatings




stages of the JAN process are‘displayed(ih Table 24.

PR R

TABELE 24
Stages of the JAN Procedure for the Four Judges

System P2 2

1ge Judges Total System R“ Drop
L 1, 2, 3, 4 .8507
2 2, 4), 1, 3 .8497 .0011
3 (2,3, 4), 1 .8472 .0035
4 (1, 2, 3, 4) .6864 .1643
ing an a priord ciiterion of an R2 drop of .05 or nore as ihdicating a
The

parture from linearity, the clustering of judges is easily determined.
op in overall system K2 for stages one through three are of little
nsequence. Judges which cluster together are indicated by parentheses. The

drop from stage 3 to 4 is, considerably larger than the ,05 criterion and
dicates a substantial loss of predictive efficiency. We therefore conclude
at two policies were present in the committee. Judge 1 has Policy 1 while
dges 2, 3 and 4 have Policy II.

To explain the two policies, all possible subsets regression was used, A
ugh idea of the profile variables the judges were attending to while making
eir ranking can he gained from Table 25.

TABLE 25
Correlations Between Judges and
Research Proposal Profile Variables

Fesearch Proposal Veriables

Judge
1 2 3 4 L R
1 -.4€ 27 -.11 -.€0 -.4€
2 .08 -.13 -.78 -.31 -.2¢
k] -.13 -.24 ~-.75 ~.26 -.26
4 .04 -.17 -.72 ’ ~-.33 -.29

lo explain Folicy I. the use of Table 26 is required. Table §6 indicates all
sossible combinations of profile variables ordered by their R values for

predicting the canonical variatles of Judge 1.
77




ot shdente s

wrsew-Profile Variables in Equation -

Ryt 2, 3'
4,
5
3,
4
4

We again look for e jump dn F2 using the a priori .05 criterion, ‘his jump
occurs when going from the equation with varieblees 1, 4 and 5 to the equation
with variakles 1, 2, 3, and 4, Judge 1 was attending to varialles 1, ¢ and

! We can alsc see that msjor emphasis was placed on variatle 4. 1In other
words, the Policy I judge wae primarily considering need, quality of writing,
end originality while ranking the proposals and essentially ignoring
feaeibility anc cost ternetit.
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: RET TS SRR SN

’ Yolicy II can be’ explain

Table 27 shows the all” possible aubse
bined as a sinqle data set.

in a aimilar manner using’ ndble

ts regression for Judges 2, '3 ‘and ‘4
S
R

PTABLE 27
ts from All Possible Eubsets

Pesul
(Juéges 2z, 3, 4)

Fegression’ for the Three Judge Cluster

Profile variables in Equation

,3"




occurs when going from variableg
skthg§gv9:iabggwg,was of major
Yo feasibility, cost
1th a primary emphasis on cost
Need was not viewed as '
It is interesting to note that neither of the: poliey groups
~attended to-all the profile variables. .y, .

ere attending’,

rd‘g.

R T (N S IERE A AT T A O R TS T Py
Although, ) , rgwugggplaéqﬁwinnqygtiyg §£§cgd9:¢§, they ¢o have
‘some general problems, As with any statistical procedure, it would oftentimeg
be advisable to validate the results Ly use of split sample techniques or
" gince the JAN procedure is baséd on regression, it suffers fropm-
the same problems encountered with regression. ..For exanple,. SAN nust have 4
sufficient ratio of profiles to profile variables to avoid overfit which
'?%éults"1nm1hflate€”&ﬁd‘unétable‘Ezs.'”Since“ahN'clubters”bn'the kesis of
homogeneity of prediction equations, multicollinearity of the profile
variakbles de also a serious problem. High multicoliinég!ltyfwill lead to
questionable clustering results and make the.interprgthti§n of the captured
policies quite difficult. However, if utilized properly, JAN and C-dan are
promising tools for evaluation methodologists to be used as additional
techniqued;4q decision-making and policy-capturing aitpat}ona,

P
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Introduction

Newman , ‘Dcitchman, Burkholder, Sanders, and Ervin (1976)

i

addressed the issue of the impurtance of matching the statistical

analysis with the. question poaed by the researcher. The use of

ows the researcher the

multiple linear regression (MLR) models all

d tu address research questions that

i

partial 1nteraction (sec McNeil. Kelly and

flexibility of analysis neede
require the Lgsting of

McNeily 1975).  This  paper presents

technique uped to test a partial interaction research hypothesis

posed in an educational study.
. \ e . i [
f" Reseatch Design

A study by Urushal (1986) examined the impact of various

participative decision making (PLM) techniques. The techniques

examined in the study were Delphi Survey Technique (DST), Social:

Judgment Analysis (SJA), Nominal Group Technique (NGT), and 8

control group. [The studente in the control group were not -exposed

to any of the PLM techniques.'

Seminary students were randomly assigned to one ‘of uthe ~four

groups. Through partlétpation s4n a ‘decision “making stechnique,

studenty selected the criteria’ to be’ considered <'in making -8

curriculum choice"for a Sunday school. . ~After ‘experiencing ®the

assigned decision making technique, purtlcipants responded to the

participative Management Survey (PMS). o The PMS is ~a survey

compused  of research-based statements on leadership, trust,

the MLR models ' and thc




véom unicatibn \aﬁd_‘partlcipaliyq ‘decision making (see Drushaj.

1986). " Each student in the study received a total score on the

CIAETR L e ey TV o N

“PMS “instrument, These total scores Berved as the values of” the
LEILEaE R da ay R A = T L U .

dependent variable for the MILR models used to test the partia]

interaction resecarch questidh presented in thé‘fnekt section of

Y . . N

this paper.
) - ‘ ‘Researéhthpothesis
R AL AR LS U A ; .
One of the research hypotheses of interest to the researchers
i . $ioEle g v Saleees . . '
was: -
ALEwh o TR ; .
Hl: The difference between the average of the mean PMS
8cores for females in the PDM groups apd the mean
PMS score for females in the control group will "
exceed the difference between the average of the
mean PMS scores for males in the PDM groups and the

warfisy mean PMS score for males in the control group,
Towté-t this research hypothesis, a test of partial 1nterap;ion
wus .required. :; The construction and analysis of MWK models readily
allowed . the i researchers to test . this  parcial interaction

hypothusis, . .. . | : . -
Full-MLR Model "

NS

v+ The full MLR model used to test the partial interaction
hypothesis -contains the interaction effect “Eetween the two
independent variables~-=inetructional techiniques and gender, There
were four -inetructional tuchniques and the two levels of gender.
The -full MLK model , which 1s a full fnteraction model , was:

Yy  maudt b X +b,x.,+b, x .+ ba X4t
by x 5‘+ éb x é + §7 X ; + 2




where!

'y = PM$ score for each student. N

X - 1 if student in DST group and female; U otherwise

xy =1 if student in SJA group and female; U otherwise

xy = 1 it student in NGT group and female; U otherwise

x, = 1 1f student in Control group and female; O otherwise
xg = 1 if student in DST group and male; O otherwise

xp = 1 if student in SJA group and male; O otherwise

xy = 1 4f student in NGT group and male; 0 otherwisc

g - 1 if student in Control group and male; U otherwise

a = constant term
e = error term ' ...
u - unit vector

1 is 1ntcrest1n5 to note thatb t;\L'RZ value of this full model
will equal the R2 valuc generuted by a oneway ANUVA of the scores »
of the eight groups. o ‘ k '
Since the computer ptograﬁ Qséd to compute the pﬁramete}s fdi
the full MLR model 1nc1udes a unit vector, thc variable xgy was not

included in the model. Thua. the value for a-—the constant

term-—repreoents the mean PMS score for the males in the control

group. The by value repranento the difference bc:ween the mean'

PMS score for temnleo 1n the DST grouy “and the valuo”}or Ehéﬁ

o F
sk ¢ IAELT 'i‘ :
¢ i L Lk

constant term 8, whlch is the mean PMb lcore for male. ‘in the

control group. The othet b values containcd in the full MLR model

it

Ex o

would be interpreted in a slmilnr fashion.

Res;riction e ‘ 7

The restriction made on the full model ‘to obtain 'Ehé
.reetricted MLR model required - that the difference between  the
average of the mean PMS scores of the females in the PDM groups

[}
and the mean PMS score for feales in the control group be equal




ey S | ,“-. $ iy 1:%(-(" P P L .
to the difference between the average of the mean PMS scores, of

Mohe maled in thv PDM groups and thc mean PDM score for. males. in

A v R S ' LRI P
the control ‘group," Thus ‘the reatrictiun was: :

a0
veia g SEGED L Wi g

(bl + b.,_ + b_,)/.s - b,‘w- (b5 + bb + b7)/3

The ~ left-hand- side oiw‘the restriction rébresu;té the
ol I )

N [ i &

difference betwecn the PMb ‘mean 8cores of the females assigned to

3 ¥ :

i
the PUM groups and the mean score ot the femalesfin the control

BRI E

group. Thu, right-hand side of the restriction’ represents‘ the

[ I T HAE LG o :

difference between the averabe of the mean PMb scoreb for mdles in~

R EEE I [ ~.E Bt
i ity M FRETZE N

the PLM groups and thc mean PDM score tur the males 1o the control

' v
-

group-
BRI R B COR s R ST :
Again, it is 1nterest1ng to note that in view of the fact

SRR S L S RS LR R E S .

o ¥y

that the RZ Value of Lhe full model corrcsponds to the Rz value

FL%e P 4

[

that would be generated by an ANOVA of the scores, this

i B 3 . .
s ol H B

restriction can be thought oi a8 & contr«st of the eight group

A " 2y

means . Ihu rentrlction lpecltlea Lhe contruut. williams (197b
4 H v )
and 1979) dluculuud the use of MLR models to conduct contrasts ot

[ 8 *
. . 5 ofa g P

group means,

The restriction can be more clearly explained by referring to

1

a graph of the interaction effect between the {nstructional

methods  and  gender, which was estimated by the regression
cocfficients of the full MLK model. Gender was placed along the

axis of Figure 1. Kecall that each of the regression coefticients

of the full MLR model represents the differences between the mean
1 B ' .




REGRESSION
COEFFICIENT N o - p
VALUES FOR 4 o
THE FULL ‘ ’ ‘ -,
MLR MODEL , /
. a———
2 - o /o b, (NGT)
/ 7/
PRE
DST
1 ) r -
0 <= (CONTROL
0o ’/ _
- (NGT) b o/z’/ S <
797 / ~ o b, (CONTROL)
(psT)bg @~ b
w2 o= \ / } : 52,
Sy / ' SR S ek T
'3 = . ) A/ ; ‘ | ’
(SJA) b6. B ey 4 G
e A'
- male : : female - -
" GENDER
Figure 1

L]
Interaction Effect rstimated by the Full MLR Model



“PMS acore’fpr‘a gi%éﬁ‘inﬁtructioﬁal gfoup and gender, and the mean
"PMS score for males in the ‘control group. Thus, the Y axis of
Figure | represents the ditferences in the mean PMS scores of th;
various combinations of groups and gender, and the value for the

constant term a, which is the mean PMS score of the males in the

control grqpp. 3
b

: . i - A 8
scores for females in the three PDM groups and the mean PDM scorg
. ¢

for femalés;ip the control group, The restricéionvrequires that
this distance equal the distance between the average ot points be,

b, and b7,and the 0 point. which is the difference between the

average of the mean PMS scores of the males in?

o, '{ -, e

the mean PMS score for”maléufinfthe control gro@p.

the PDM groups and

Restrtctod MLK Model

The restriction was manipulnted 10 tacilitute the placement
of the restriction on the full modol as followux ~
(bl+b2+b3-b5-b6-b7)/.5-b“
This testriction was placed into ti tull model .a8 follows:

y'lU"'le + b Xz"‘b ((bl+b "'bJ |
bb-bb-b7)/§)x“+é5x5+b xb+b7x7+e |

Multiplying the reatrlction by X, nnd collectxng like regression
coefficients produced the following ruutricted model s

y = au 4+ b (x +3£4) + by (x, +5§4) + by (xy +3§4) +




bb (x5 - 5A) + bb (xq = %A) + b7 (x7 - %b) + e

the analysis of the restricted MLR model by the

To facilitate
computer, the following variables were calculated' _

| xg =% * x,4/3
X" %" x,/3
xpp = %3+ “a(3f
Xy " x5'—1x4/3 o
X3 = %o = *u/3 |

x4 - x7 - %/3

Thus , the restricted model took the foru.
12 %12+ 013 X3 Y Pus Xae * 3 o

bue to the nature of the restrlction, thit ;el:ricted wodel

requires that the difference between the average PMS scores for S

v PMS score. of tho !cnalcs in. ..

temales in the PUM groupc and the meat
qual to the difturcnce between'the lveragewﬂ

thc control group be ¢
in thc PDN groupl and the uecn'

H

of thy mean PMS scores of the malel

L
)

of the nalco in thc control group.

E]
o

PMS score

%

‘Test of - Lhe MLK Modela i
To determine whether the;'dutn supported thc“'relearchcr 4

ce becween the' k2 valueu ot
& x o
Tne reiultn of the

hypothesis , &n F test of the'dttteien

the tull and restricted models was ruquircd.}
anulyuil ure pregsented in Table 1. $ince the research hypothulin .
- <

was directional, the eritical F vulue of 4.75 for the slpha level

lue of a directlonal or

of .05 corresponded to the critical va
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The i test revealed that the

onc-tailed teat. calculated F value
EE %

al F valuc of 2 75.
TR

of 6,02 did exceed thc critic
exceeded the criticul

Even though the calculated } vuluc

signs of rhe regression

value, the researchers had to check the

it could be

'

coefficlents conrained in the restriction beiore

dotermined whether the directional research hypothesis was

supported by thc data. Tnhat is the difference bctween thc

average © males in the PDM groups and

VPR Y

{ the mean PMR scorea tor fc
ontrol group had co

o kAR ARRTREEY £ AR A o

rwecn the average of the mean PMS scores

the mean PMS score ior the females in Lhe [J

exceed Lhc diiterence be

for males in the PDM groups and the mean PDM score for the males"

in the control Eroupe ... < o
he full MLR model were

The regresuion coefficient values for t

as followst
by = 78 bg = =159 .
by = 4,92 b, = =3.22
bj » 2007 b7 - -1,07
bly - ’10“7 |

To support the directional statement contained in the research
hypothesis, the left-hand side of the restriction had to be
greater than the right=hand side of the restriction, That is:

(bl + by + bg)/3 - b, ? (bs + bb +.b7)/3
The regression coefficients {ndicated that the value of 4,06 for

the left-hand side of the restriction was {ndeed greater than the , |

value of -1.96 for the right-hand gide of the restriction. i
. . ‘
Therefore , the signs of the regression coefficients as well as the




i

wis lay *fh}:z«:m{m R ) mtw:«..‘,«‘,m.h F
va]ucs of thu

¥ test of the differencc bci\won the
SRR P e lne % fautsan,
restricted -MLR models” supported thc reseerch hy;nthcsis
fautdign, 4y Dute iy iy

LN

. T ey ‘ : piw ) . , - L . )
»Researcheru should‘ not be hesitaut to include partig]
b g LS TR LINSTigny ey BERIEE .
interaction 'qUestions “in  research projeccs because of

T BT S Y ry g, .
perceived difficulty oI testing such hypotheses. " As
s Do a i;:“i,"v, ) Y 494
the procedures presented in’ this paper, the use of MLR 'models
BRI VR E B G AL S DR ENES T Tt ape
allowa. researchers tb analyz«- partial interacuon
W ey g L g vma

versatue and attaightforward manner,

B g ”,le,VJu @il g

ol bas epyd
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Abstract

osed on us by the memory

This paper shows how we overcame limitations imp
ducting a factor

ively small mainframe we used in con

capacity of the relat
analysis in which means are substituted for missing values. Insufficient
1oy SPSSX, with its mean substitution feature,
vhich

memory did not permit us to emp
in conducting a factor analysis of 86 variables reflecting ways in

parents cope with the hospitalization of their childrenﬁﬂélnstead.ive employed
' a two-step solution! (1) we ran SPSSX Condescriptive to create z-score
equivalents of the 86 variables and reCOdéd‘the”gjvariiblea',system”missing
values to zeros; (2) the output of the Condeqc(iptivc rqn‘constitpted the

input of a BMDP P4M factor analysis Tun. -




who choosce to conduct -factor analyses will, takv o

“ Frequently rescarchers

of software available in the SPSSX (SPSSX) package. There arcg o

Eadvantage

pSSX package offers over previous releases.:

fseveral advantages that the SPSSX

variables and it can substitute means for missing .. . sz

N

PSS can handle more
ase is not deleted

The latter feature is helpful becausc with it a ¢

?when a missing variable is encountered.

A disadvantage of SPSSX is that 1 of memory. This

t uses a great of deal

idisadvantage came home to us when we attempted to factor analyze & data set

ariables and 271 cases . The variables consisted of

?consisting of 86 v
aire items describing behaviors

parents‘ responses to 86 of 173 questionn

with the problem of having a child in the hospital.

B adults use to cope

| Subjects' response choices ranged from vpot at all" (0) to "very much" (3).
tionnaire items are presented in Figure 1.

Examples of coping ques
e cases with any miasing

1f we were to permit the program to delet

.values, our data set would have been reduced aubstantially. Of the 271 cases

we would have lost. 49%

o Faa

missing values; therefore,

;.137 subjects, or 51%, had no
n extremely wastefulﬁ -
{. SASY

The loass of subjects would have bee

x

; of our subjecte.

3 since about 27% of the parents £

1% of the que tionnaire
About 112 oi the

Ix,y ey

ailed to complete only

- remss 4%, 2% of the items; and another 4%, 3% of the jtems, .
n 4 and 14% of the items. Ve thereforet;%ﬁ&

failed to complete betwee
in

parents

n option in the spssX. Factor procedur

elected- to use the mean gubstitutio

b order to avold pub ject loss.

ur megabyte TBM 433 t New York

1 computer we used @

Unfortunately the fo
id not provide'su(ficicnt memory to gxecute the

essage.

State Psychiatric Institute d
“ingufficlent storage' error me

rned the

ob. The program 1isting retu
terest to readers who face

L]
oblem might be of in

QWo think our gsolution to the pr
alyses and other

‘fstmilar storage obstacles to running lerge factor an




statistical pfoceduréé‘on7smqli‘systems.»fin order to deal effectively with’

th%s problem we linearly transformed our original values,

package that uses computér‘memory more eébnomically than SPSSX,

The data originally resided in an SPSS system file (Nie et al,, 1975)"

Since SPSSX reads SPSS system files, we wrote an SPSSX program to read the .

the new (ZV) variables into a raw data file, Figure 2 depicts the SPSSX

program that operated upon the original 86 variables.

SPSSX. When the user runs a BMDP job, one program out of the BMDP libré}yv
programs is called up. Byq¢ontiagt. when SPSSX is run, the entire SPSSX ~
library of progéams is called up, The advantage inherent in the SPSSX
approach is that multiple pfocedures can be invoked in a single run. The '/

disadvantage is that a great deal of memb;}'is required to store the PF’-"’Sr




Circle the number that corresponds to the response that best describes
your experience 13_555 last week. If your child has been in the hospital
for less than a8 veek.'circle the number that corresponds to the response
that best describes your experience since your child entered the

hospital.

:“;; . very - pretty - just:a . not

o . much -much 4 “little ; at all

g sy T R TR

L e RS

. I think the doctors have made a mistake

and that my child doesn't reallybneed_

to be in the hospitaloccoo-ooo-o-o-oo"oouto 3 2 ly}}:'o B

2. 1 watch myself doing things, and it L L.
feels like I'm watching someone else...cevees 3 2 1 0 .
3. 1 want someone around to hold or
comfofc u.Ol.'.Il...l...l...l'............' 3 2 1 0
4, Something ironic or humorous usually .

breaks the tondloN.scossrsrscocessssarssrenens 0




Figure 2

sy e 2

SPSSX program to output data

| COMMENT . SPSSY PROGRAM TO OUTPUT DATA 70 BE READ BY BMDP PROGRAM.

FILE HANDLE ~SYSFILE/NAME='HOSP SYSFILE A"
FILE HANDLE ZDATA/NAME='Z DATA A"
GET FILE  SYSFILE

COMMENT kK _ ' ok ek okl

THE PURPOSE OF THE NEXT 6 STATEMENTS IS TO INCLUDE ONLY THOSE

DO REPEAT A = V1 TO V173/BCT1 70 CT173"
COUNT B =4 (9)

END REPEAT

COPUTE  TOT9 = SUM (CTI TO CTI73)
COMPUTE  TOTOPER = T0T9/173

SELECT IF  (TOT9PER LT ,20)

ook ek ks s e A ke s
COMMENT bbb o oo ok o o i o o oo o ZITTE

v [

CORRESPONDING NEW VARIABLE,

" o e e o o e 3 3 st o ol s s e ol i ol o o e e b ek kL
sabab bbb L rey n d

CONDESCRIPTIVE V1 TO v86
OPTIONS 3




COMMENT ¥ bbbty

THE PURPOSE OF THE RFEODE STATEMLNT IS TO G)NVERT 'I'HE SYSTEM MISSING

-

P

RECODE ZV1 TO ZV86 (MISSING = 0) "

COMMENT ** ¥

THE PURP%E OF THE WRITE OUTFILE STATMNENT IS TO VRITE OUT A

WRITE OUTFILE = ZDATA TABLE

/J2V1 TO 2V6
/ZV1 TO 2V12
/ZV13 10 ZV18
/ZV19 TO ZV24
/ZV25 TO 2V30
/2V31 T0 ZV36
/ZV37 TO 2ZV42
/2V43 TO 2V48
/ZV49 TO ZVS4
/2VSS TO ZV60
/ZV61 T0 ZV66
/ZV67 TO ZV72
/ZV13 T0 2V18
/ZV19 TO ZV84
/2v85 TO ZV86
EXECUTE
FINISH




we c&seted a. two’or.a‘three&megabyte irtual machine We, therefore, elect

4 u: iR wu;ruw-x

to use the output of the SPSSX Write Outfile procedure. that is,

B

the coping

items rescaled as z-scores yith zeros having replaced missing values,

e

as‘th
input for the BMPD Factor Analysis program, P%M "'We successfully ran BMDP P'

with storage defined at 1 5 megabytes. Figure 3 shows the BMDP factor
analysis program. o b :
We thus overcame a disadvantage of the BMDP Factor Analysis program,

TR

qamely, that P4M does o inc%ude@aﬁmean substitution option. The listing.o%Q
- o E T ,;a.; O ¥

the BMDP program provides a check on the adequacy of the procedure Just




Figpre 3

BMDP‘ program to read output from SPSSX J'prdgram and "perf‘(orm the :factor ‘analysis

COMMENT ~ BMDP PROGRAM TO BE RUN UNDER PM, L

/PROBLBM  TITLE IS 'HOSPITALIZATION STUDY'. S o

/INPUT VARIABLES ARE 86. o B
FORMAT IS FREE. o
CASE = 271. o |

JVARIABLE NAMES ARE ZV1 TO ZV86.
USE = 1 TO 86.

/FACTOR NUMB = 10,
/END

DATA IS PLACED HERE--




Hill H A.. Jennich, R.I., & TOporek
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J.D ‘(1983) BMDP Statistical Softvare. Berkeiéy. CA: Univeréity of “

California Press,
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SPSSX (1983). SPSSX User's Guide. New York: McGraw-Hill.

» Footnote
1

We recognize that it would have been deeirable to have perhaps 130
additional subJects in conducting the factor a;afyéis. Actually the factor
analysis was not our primary vehicle for studying the ways parents coped with
having children in the hospital, The factor .analysis was conducted as an
adjunct to and a check on a more important set of analyses we had performed
earlier, In the earlier analyses we conntrdcted a priori scales by combining
items clinical experience suggested went together, Typically, the scales we

constructed had satisfactory internal consistency reliabilities as measured by

the coefficient alpha, Generally, the items factored in ways anticipated by

our a priori scales.
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The Use of Multnple Regressuon in Evaluaimg
Alternative Methods of Scoring Multiple Choice Tests '

Gerald J B|umenfeld
Isadore Newman
The University of Akron

Echternacht (1972) has reviewed a substantial body of lit-
erature in the field of confidence testing., Confidence testing i
refers to methods of weighing responses 80.as to reflect the
examinee's bhelief in the correctness of the options selected.

The intent is to maximize the amount of information gained from

a given set of test items. Lord and Novick (1968) state that

»maximizing thie information involves the manner in which the
examinees respond to the items, specifying an item scoring
8 ,'J,,

rule, and combining items scores into a weighted total ‘score.

Coonbs, Milholland, and WOmer (1956) and Ebel (1965) report

.l;,v,,\(

higher reliabilities for the confidence testing methods they

.«.«1. i K S

RGN ;
¢ LR

employed when compered to traditional scoring procedures.
Echternacht's review (1972)sugqeets that while higher reliabili-
ties have been found, some researchere have reported ‘lower

k
reliabilities (Hambleton, Roberts, and Traub, 1970; Jacobs,

1971; and Koehler, 1971).

In most studies only increase in reliability has been used

to evaluate confidence testing. Minimdl attention has been

Presented at the American Psychological Association Convention,
at Montreal Canada, August, 1973
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given to vali ity

“while Hanbleton,i
higher;validity}

specific examples of how multiple regre551on analy51s could

PR TIAY T TR S S

used to analyze item discrimination, item validity, and test

validity when confidence testing is employed. Current prac-
tices tend to utilize apriori scoring formulas rather than
maximize the predictiveness possible with the obtained data.
We will also’ suggest that the application of these methods

may require the‘development‘of multivariate techniques for

‘assessing test-reliability. -« '

RGN et .

Method. Data Collection

Subjects and Measures. During the spring quarter, 1973, twoﬁi

Py d

sections, 40 students per section, of one of the author's

S C e I R

undergraduete test and measurements classes were used to col-,

oy
ey o

lect the data reported. Students were required to pass 25
M C item exams covering objectives from each of 6 instruc-
tional modulel. Each module included initial and remedial

E oy

exams. A score of 80 percent correct was required. A teachin'
project was also required, and two of‘the assignments aSSOCla
with that project were used as independent criteria for esti-
mates of validity. Only the initial exam of the first three‘
‘modules was used.

Modules 1, 2, and 3 involved a) types of tests and classi-

fication of educational objectives, b} objective test items,

and c) anecdotal records, rating scales, and check lists




cal scoring ‘of essays) respectively'

(including the analyti
essing valldity

used as criteria for ass
"higher-than—knowledge"

The two assignments

were 1) thehpreciselstatement;of a
pbehavioral objective; and 2) a three—column table containing
-knowledge behavioral objective, b)‘a descrip-

a) a higher-than
propriate for the

instructional procedure ap

tion of an
ice which agreed with b

and c) a measurement dev oth

objective,
truction proposed.

the objective and the specific ins
h a three-column table i

use of these

success in(developing suc s one

of the major objectives of‘the couree. Therefore,

on for assessing the validity of

project scores as a criteri
the exams is appropriate.

students were required to respond to each

oice item twice.

Scoring pProcedure.

five-option multiple ch They indi-

four- or
ljeast likely to be correct.

he option they thought
ted as most likely to b

tion wa%\‘

cated t 1f

the correct option was gelec
ints; if the correct op

e, correct,
[ G

the item was scored two po
to, be correct,

the item was scared
: ; i) wE

elected as least }ikely
rrect option was neith

zero points; if the, co
the it m was‘

most likely correct nor least likely correct, s
L 5 g #0, u‘“q( ‘>

scored one point. - e
tofsbehavioral objective was scored on a

The objective had to be stated in

t one point.

The statemen

zero to five point scale.

ms to receive at leas
standard of excellen

Inclusion of

behavioral ter
ce added

jtions and required

gtimulus cond
one point each. 1f the objective was at the higher-than-
knowledge level, this received one point and the omission of
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ny ireference to ins,‘;ructioq,q;eceived -one point.

G s o

The&three—column table was scored On a zero to three
p01ut scale. The objective had to describe a higher~thap-'

knowledge level behavior or task to receive- at least one

point. If the proposed instruction agreed with the Objectlve

a second point was awarded. If the measurement - Procedure o
and device agreed with both the objective and the instryca«
tional procedure, a third point was awarded.

The authors scored the objectives’ and the three—column:
‘tables 1ndependent1y. Discrepancies were discussed unti 1 a%
common score could ‘be agreed upon.' The independent scorind
resulted in agreement on more than 80 percent of the papers
Discussion was needed on the other 20 percent.

Results and Discussion

Validity estimates were calculated on two separate
criteria. The first criterion was objectives that the
students wrote which received grades ranqing from 0 through®
5. The second criterion for validity estimates was the }
students project score. This project consisted of writing’a
behavioral objective, describing how the objective would be
taught and how it would be tested.’ (See method section for
more details)

i Validity estimates for each of the two criteria were
“celculated four different ways. These four methods were 7

applied to each of the three tests. The first method (the’

oo
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traditional method) simply correlated (r) the subject s total
i

score on each test separately with the score they received

on criterion one (objectives). Under this condition, the "~

test scores were arrived by traditional grading. Each item was

graded either 1 if correct, 0 otherwise.

The second method was identical to the first except in

this case each test item was graded in the experimental manner
so that the subject could receive for any one item either 0,
1, or&2 points. kéee#hethod section for further details).
Here;;as in‘the first method, r was used to obtain an estimate
of the predictive validity.

‘~The third methed‘gsed a multiple linear regression pro-
cedure to estimatelthe!p:edictiye validity’for the expeﬁimental
procedure.‘ This method differed from the second in that in
the second method, each student received only one total score
for each of the tests. This score was arrived at by summing
the total points earned on each test, geparately. In‘the third
method, instead of havingkone predictor variable, the”ﬁotal!*“f
test score;-three prealcﬁér variables wefe constructedeby e
taking a frequehéy Eehnt'of the number of quesgions eseh“eﬁudent
received full credit (2 points) for, the number of questions'
on which each received partial credit (1 point),vandﬁthev‘am~7
number of questions on which each received no credit (0 :points).
In this manner, information was collected on how many items:;on
each test each student received full, partial, or no credit

. +
for. This information then was utilized in the following

equation:




= the number of . 0's each stuéent
received

= the number of l's each student
received .

= the number of 2's each student
received

U =1if the subject is in tne sample
: 0 if otherwise . . pre.

v

‘ags a), X3 = partial regression welghts

»i

E] = error vector (Yl-Yl)

. Where: R2s m the corrected shrunken R2

tRzu ™ the calculated R?

NN“{- the number of’ independent observations

K = the number of predictor variables

Methods one through four were duplicated exactly using .
as the criterion, 8cores on the project in Place of scores.
obtained on the objectives. These results are presented in

Tables 1 and 2.




Inspection of Tables l and 2 indic tes that method two

produced a higher predictive validity estimate than did method

i,;;

one, four out of six times. (This was found not to be sig-

?_ﬁ‘hi e o ey
g > *( L Am e
nificant as a Sign Test was used) Method three,

‘,"“'" B ?u* o

one and two, six out of six times." This was considered

Significant since the probability of theUSiganest was'

b= .0156. Methodkfour,

i v

f;({-, e s Lt , Pty Rl

in inich ehe 'R vas corrected for ‘

v

shrinkage,~was also found to produce higher predictive validity
estimates than method one, six out of six times (p =:.0156) and
higher validity estimates than method two, five out of six
times (p = .0938) This was found to be non-significant at
alpha = .05. However, one should keep in mind that the

Sign Test is highly conservative.

Seventy-five additional analyses were computed in which

v ol

each item‘(25 items per test, on ‘three tests) was used as

the predictor variable, predicting the scores on the objectives
using methods one and three (traditional scoring and experi-
mental scoring 0, 1, or 2, respectively). Another seventy-
five analyses were computed exactly the same way predicting

the project score.’ The’results of these analyses can be found
in Appendix A. They were not presented in the body of the
paper because Tables 1 and 2 are conceptually a composite of
all of the separate analyses which are of most theoretical

and practical importance.




. . C , 3
In addition to estimating the validity of the experlment

4

grading procedures compared to the traditional procedure’?ﬂ%

predicting the two criteria (objectve and prOJect scores);

1tem discriminations were calculated for each of the 1tg&

0

on each of the three tests, comparing both the traditional

and experimental grading.

Item discrimination for the traditional method was calcu—

37

, . lated by correlatlng (r) the score on each 1tem (graded 1 gi C

. t“,g‘f
with the total scorekon(the test graded in the traditional

Tk,

manner. Therefore, there were twenty five item discrimination

estimates for each , of - the three tests. v

Item discrimination was calculated for the erperimental
“method by using multiple regression’analysis to predict thi
:total score for each separate test., Tnese total scores w re

arrived at by using the experimental grading system (0, 1 or

2 points) and summing these scores for all items to get th

)
total for each test. The predictor variables (the experi-

mental score,or 0, 1, or 2 for each item,was placed into‘oneu

of three vectors as shown in Model 2.

Model 2: v¥p = agU + ajX4 + ajXg + a3x6 + Ez

Where: Y, = the total score for Test 1 using
‘the experimental grading procedure'

X4 = 1 if the subject recéived no points "9
»for item #l on Test 1, 0 otherw1se
X5 = 1 if the subject received one point .
for item #1 on Test 1, 0 otherwise®

1f the subject received two poinst»
for item #1 on Test 1, 0 otherwise :

if the subject was in the sample,
0 otherwise
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1lor B30 &2:;a3efhpartialéregression;weights‘ R

E2 = error vector:;(¥ais Y2) .. mewins

: 7 b e A Br s $
Seventy five such models were calculated, one for each
S Yoy Dt g b b davdned | G Gile
of the twenty-five items on each of the three tests.,

%

P ST
SEr L

» :,‘:‘c }x“* ? \,Ay,,”x ¢ Q)ﬁ; . ,,, Af},,:t 3
The results of the item discrimination analyses calcu-

e L "IM'}“ e e

oy 2 2
LA

A 5 L
item discriminations for the twenty-five items

L5 F e

can be waan when comparing these’methods, th

o J
kS . & e

method produced higher absolute item discrimination: values”l'

fifteen out of the twenty-five items on Test l (Sign Test

not significant). ALY
Table 4 presents the item discriminations for Test 2.

Here the experimental method only produced higher absolute%u

item discrimination values ten out of the twenty-five times.

({Sign Test not significant) Table 5 presents item discri-

minations for Test 3. In twenty out of twenty-five 1tem

discriminations, the absolute value was higher for the experi-

¥

mental scoring procedure. Unfortunately, one cannot truly N |

interpret these item discrimination results since the computer

program employed for calculating R only prints out R2, To

arrive at R, the square root of R? was taken; therefore, all

of the R presented in Tables 3, 4, and 5 are positive values

and we did not determine if any of these values shouldvhave

been negative. Since negative item discrimination values are

not desirable, and since we could not discern which items, if

any, should have been negative for the experimental method of
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"grading, thé ‘resultsg in: Tables 3 4, and 5 shoulq be . looked

at cautiously. (However, one should note that only 2 items’ of

the 75 scored traditionally produce negatlve values)

Since the experimental method of grading required that

the students respond twice to every test item, it was felt

that this method may have produced a different testing s1tua

tion which would result in different overall test scores.

This was origlnally hypothesized by one of the authors while

administering the test. He observed students verbal and
nonfverbal_behav1or‘indicating that they found the experi-.

mental _testing procedure to be much more difflcult In the

summer, 1973, to check on this hossible effect, the authors
randomly assigned the two different grading procedures to ;

el

o each)of half of the two class sections of undergraduate test

£F Gy

2]
and measurements. In each section, half of the students were
« Bl FoSENR R et g

taking the test traditionally and the other half of the

w*
students were taking it experimentally. Both tests were the&l

graded, using the traditional grading procedures. These

results are presented in Table 6._

The mean number ofright snswera for both procedures was
approximately 18, and the ltandard deviation for the tradi—
tional procedure was approximately 3 4, and 3.0 for the
experimental. These results indicate that the two procedures
are not producing different testing situations.

The results of this study may have been unable to fully

demonstrate the potential increase in effectiveness of the’




experimental grading<overx;hek;radi;ipnalgmethpd,beqag§e,some

of the validitymcriteria~xobjec;1vesﬂandgp:gjegt);yggg;;9§pgg

This loss was partially,due"togthe,s;udgntsApg}ng;giygpsw
access to their projects;wbich;mespltqdi}ggspmgijgﬁp,taxigq}m

their project. A quick evaluation indicated.that: the projects

-that tended to be taken were ‘the pnesgrgceivigéjthe}}mygﬁgt

test grades. This may have seriously affected oq:;:égggﬁé{gd
scores. ' Since our: theoretical~position,was.thatltheééxgefi;ﬁ

mental method would .be more : sensitive;in detecting: arg;g}@,b

knowledge and would therefore be better .able to, detect dif-_u
fering ability levels, then restricted ranges woqldiﬁeygrekyﬂ

handicap the experimentai method's ability to demonstrate. ..,

H

its effectiveness. .. .- e Co R VR

one should note when reading the results that shrinkage
estimates were employed for the total test validity results,’
but they were not calculated for.item~validi£ies that were
reported. This should be taken into account when inter-
preting the results. The item validities can be found in.
Appendix A, and it was felp that the total test validities
were of greater importance. '

One should also note that the item discrimination using

the multiple regression procedures ware not corrected for

gshrinkage. This was not done because of a time factor but they

theoretically should be calculated. However, one should also
consider that the standard method (r) used to calcuiatelitemh;
discrimination and item validities have npt been, and generally

are not corrected for shrinkage.
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out by Uhl and

andﬁﬁéﬁmdn i1973) ;is that there are

ations between éhfinkagefésfiﬁéte“formulas.leherry's formula,

which isg mdéthcbmmbnly?uséd;%was*employed for calculatingf

Shrinkagé“eét1m5£és'fot”this study.  One shoulg consider ' ;i)
using Lord's”(l950) formula for a shrinkage estimate for
both Rand r. = = %

CIn this'Study,”ah‘atfempt‘was made to develop a multi-;
variablé“approaCh”for'improVing'item validitieé. |
that 'if sUch‘anIApprbééh'is‘further explored one yw
have tB”aeﬁélép'MdltiVafiable‘hnd multivariatel methogs for
determining réliabiiitY&“iIf’éne developed a multivariate
technique ‘for improving item discrimination and item validi
and stilf“ugédwthé’trdditidnal univariable technique for
calculating reliability, ‘this would be highly inconsistent
We would like ‘to suggest that a modification of the canonica
correlation prdcedure'may‘be»appfopriate for developing a
multivariaté'techniquo for estimating reliability which wouiq‘
be consistent with the approach Suggested in the paper for,:‘
1mp£oving validity.,

In conclusion, we believe that multiple regression
procedures will allow one to maximally use the available .
existing information Produced by the probabilistic responses
from examinees to determine validity estimates. The tradition-
ally;ugea univariable technique will only produce one weight .

which is calculated to maximize it's prediction. Therefore,’




it is potentially much less effective than a technique that

is capable of calculating a number of separate weights for

)

TR A JS w

maximizing prediction. ' In addition, working with univari-

e pay

able techniques may tend to fixate researchers to thinkinq
in univariable terms, mhile in our'estimation, multivariate
and multivariable techniques are less confining and therefore
-are more likely to facilitate more creative and potentially
more useful research. We believe multipie regression gave

us the freedom which helped us conceptually derive a poten-

tially useful method of grading and analyzing our results.




Test . - Method ‘1 Method 2
(Trad. r) (Exp. r)
1 (N=54) .110 .37
2 (Nész) .041 .204
3 (N=55) .237 .198

] ; .
I > ; N I

Note: See Table #lyfof'deécriptions of 'm

ores)

ethods

¥




Items

W ~N o U

10
11
12
13

Note:

X

Items

..Table #3°

14
15
16
17
18
19
20
21
22
23
24
25"

Item Di;
Traditional Experimental _ .
Scoring Scoring’
(r) pt. Bis (R)
.339 .309
.159 .143
.265 .301
«202 «297
.430 356
.218 .281
.437 «317 .
.437 .340
.260 .087 ‘
.212 .214
.282 . e293
454 .484
.425 Y
N=75 K

criminations for Test '#1

Traditional ! Experimental

Scoring

(r) pt. Bis.

.421
.404
.157
.066
.076
‘.215
066
.347
1456
.479

.360

oy

Scoring ..

(R

.489
.381
.261
.103
.238
.427
179

.320°

.394

.432
.354

g
.547




“(—’ﬁ J-"y .41; AR ; :ra"’ble* #4 : -

o ““item‘Des riminations for Test #2

"'"Traditional Experihéhté}7:f ’ Traditiona) Experir
" Scoring Scoring o Scoring y

Items " (r) ﬁt.‘Bis. U my ‘Items “(r) pt. Bisg.

.055 .444 14 .101
355 1334 15 .150
358 .309 16 .392
437 2391 17 -.040
.438 .380 18 .436
435 o .181 19 2318
.08 L2000 20 433
226 214 .585
337 T 22 .431
2348 23 .417
.352 24 481
260 25 133
.309

Note: N=75




Items

W 3 O U

10
11
12
13

Note:

Traditional Experimental
Scoring Scoring
(r) pt. Bis (R)
.185 .180
.148 .786
.188 .183
.279 .553
1720 757
;402‘ .353
+229 <794
<370 .766
S TT Bt
.604 .527
.054 .783
'*3.478"V \~;”{7:5;o AN
.155 798

N=75

Table #5 _ :
Item Discriminations for Test #3

20,

Items

14
15’
16
17
18"

19

21;

23
24

r 25

227

Traditional Experimental
‘Scoring

Scoring

(r) pt. Bis.

.206
.0

.285
.294
.315

379 -

.431
.069
ez

.370
/
.323
Ly ~~0306' I

(R)
.441
.649
.333
.413
.248

"+670

PRt

-493
.232

.626

637
.653
.669




Table #6
- Data from Summer - Session 1, 1973;.
Controlling for Testing Situation Effec
for Sections 1 and 2 Combined: .

ra
b

i+, Traditional Testing

vExperimentalvTeSting
Situation

Situation -

3.4280 3.0220

18.4137

29, -

18.1515
33,0

o
&

Note: No ‘test of significance

Was run since the data
obviously would be nonsi

gnificant at our .alpha
level of ,05. Ser







APPENDIX A

5
LoadE

: Item Validity-Criterion: Objective

‘Test'3 , S
Pt. Bis. r R~ R # Pt. Bis. r R Rr?
-.1702 -.1773 178 L0315 14 1024  .1544  .195¢ 40380
-.1201  -.1201 = .120 .0144 . 15 0.0 0.0 0.0
-.0380  .0306 .135 .0182 16 . .1376  .0721  .233 .05l
.1847 0854 .316  .0988 17  .1007 0383 .201  .0403
5 .0863  .0863 .087 .0075 18 -.0208  -.0143  .027 .0007
6 -.0334 -.0806  .120  .0143 19 1365 1365 .136 ;";018;
7 L1169 L0764 .136  .0185 20 .2015 .1244  .264  .0700
5 -.0847  -.1354 . .176 0311 21 -,0156  .1287  .148  .0219
9 L1913 2576, .363 1314 22 3117 .37 .3;£fly.09z}
0 .1782 L1226 180 0325 23 .1278 .0277  .202 0854
1 -.0388  -.0388, .039 .0015 24 .1058 .0226 .149‘J:}o§€97
2 -.0169 .0657  .176  .0317 25  .1807 .1975 .174 ;\}p3g7 |

3 .0072 <0072 .010 .0001




e g
W ey

APPENDIX A

t sl

Item Validity—Critgrion Objecti
‘Test 1

2

r . R # Pt. Bis.

-.0661  .006 .0044 14 ©.2081

-.2489 256 L0657 15 2204

-.0203 .02 L0004 1¢ ©.9363
.2470 257 .66l 17 -.0503
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Item'Validity-Criterion: ! Objective
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.0011
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Item Validity-Criterion:: Projects
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{ Pt.Bis. r . R R® % Pt. Bis.
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Multiple linear regreaaton may be used to detetmine vwhether an iudependent' »

e d b

variables, The 1n1.ttal ltep tnvolvea the aeparatg

83 ik

statistical determination of whethet t:he ;ndependent va»riable of 1nt:eteat‘ haa o ‘
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a4 dlfferantial effect on the two or more dependent v
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.A problen vé‘have encounted .0a several occassions cao be dealt with eas{ly

by using an interesting "twist” on multiple linear regression procedures. . The

problem involves the .determination of whether a given independent variable haé;’~

different effects oun several dependent measures. For example, most recently,

we were asked to determine 1f the dosage of a given drug administered to
animals injected with tumdr cella had different effects on tumor size and body
weight, - To make this determfanation, we separately standardized each of the
two dependent variables, tumor size and body weight, pooled these standardized
values, and treated the two standardized variables as if they counstituted one
dependent measure. The two standardized dependent variables were distingutahe@

via a within subjects, indepandent variable (called Outcome Measure), which ; g

created for the purpose. This within subjects, independent variable had tﬁo,

levals which denoted the two standardized dependentﬁvarigglgq,,respectiyeyy‘

A aplit-plot analysis of varifance (ANOVA) was perfot@eq;q ‘%tbé testloﬁ,ﬁ

stimulate “uoluttona" for Mdiecgasion”purpoééq -at .

ragarded as dependent variables., . . Each .was‘_stanﬁgrd}zﬁg,:;aqd‘ the




vatandardized variables were" aubaequeutly treated for purposes of the’ analysts
ds" represent{ng ‘one ‘dependent ‘variable. * The "Five ‘variables were distinguished
by* considering each" variable as 1f 1t represented one level of an arttficially

created "fadependent’ variable, Outcome Measure.,

L T T I T S R . e

“"" The* three dumny variables,’ D1, D2, ‘and D3, were treated ag  if - :‘he}
represented one independent variable called Treatment with 1evels represented
by “the ™ binary code expressed by the three dummies, ’ Using this procedure the’
.:lndependeut 'variable was “found to have ‘four levels represented by the binary

codes”""OQO“”OlO ? 100 't dnd 111. ‘Thua,” 'the four lavels of the Treatment

tndependent vatieble ere”O 2 L4 and B eabee e i L s

LES "kw T S LT ,W"f:‘-vi LR YUt L e T T SEUNE o BN

a4 X5 split-plot: analysis of vartance with one between snuhijects variable
(Treacment with four levels, 0, 2, 4, and '8) and one within eubjects variable
(Outcome ‘Measure with five levels, Y, X, U, V, and W) wasa performed on ‘the
simulated “data, Treatment represented the {ndepandent variable of 1nterest
and Outcome Measure represented the independent variabla used to diatinguish
the five standardized dependent variables,

*

RESULTS ‘ ey

The results showad o significant Treatment X Outcoma Measure interaction,
indicating that Treatment ' had  different affacts on the different: outcome
measures, F(12,104) = 2,21; p = 0.0448, Simple {intaraction effects - tasta
showed that the aeffect of .Treatmeat on the dependent variable W differed
significantly from the effects of Treatment ‘on the other four® dependent

variables, Y, X, U, and V, and that the effects of Treatment on the four




dependent variables,:Y, X, U, and V, did not: differ significantly.: A graph of
the relationship ' between'iTreatment —.and ““the ‘five dependent variables ~1§
pregented 1in Figure 1, which shows that variable W decreased from Treatment’

level 0 to level 2 to level 4 and remained fairly stable from level 4 to level

8. Variables Y, X,:U, and V decreased from level 0 to level .2, increased from

level 2 to level 4 to level 8. -

hocccfenvedsvonpranaprsaspossnbocenhosnepooandanmnda

-
o

1.8

“Figure 1
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The results ehowed that “theﬁ*iﬁdepehdenﬁ‘ variablef YTteatment;
R

aignificaatly differant effects on'the five dependent variables, Y, X, U, V,
and W, To glve subatance to this ;example, suppose that the Treatment
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a8 ethanol, epinepherine, streptokinease, ‘etc, ‘and "that the ‘t'out dosages‘fwére:,

0, 2,84, and '8 units. Further suppose that the five dependent variables

as :follows: Y, systolic blood Pressure; ‘X, dfastolic blood Pressures;:

pulgatility index; V, ejection fraction; .and W, .heart rate, The -regearch:

hypothesis, then, “would state that drug dogage hag a differeatia] effect

on "

the five dependent variables, and the null hypothesis would he HO§
Gz(tnteraction) - Gz(erroz-). Our results, then, showed that the effect éf
drug dosage on'heart’rate differed significantly from the effects of dosage on'
ayﬁtolic ‘and - diastolie -blood pressure, - pulsatility index, and ejectiovﬁv»"
fraction but that the “effects ‘of dosage on systolic and diastolic blooq
pressure, pulsatility index, and ejection ftact'iyou did hot differ significantly

from one another,

‘The test for fpericity should be employed with this test to determine 1f
the - computed F atatistics tollow the P ’dtatributton. and an appropriate
ad justment shoyld be employed if the sparicity assvaption 18 violated (Kirk )
1982), ‘Although the tests for aparicity ahould ba employed routinaly with any
aplit-plot ANOVA, the {'tut would meem to be of Particular importance {n the
Present context given that nevo’ral dependant variahles are feparataely
atandardizad and nubnequently'trcatod ‘a8 conatituting a singla dependeat

variabla,

The raadar will undoubtadly notica the sloilarity betwaeen the procedure
outlinad here aad the more commonly known profile analysis (Motriaon, 1967),
The differance in enphaais and orientation batween this procedure and profile
analysis, howavar, would feem to warrant 8eparate consideration of the
procadure descr{hed here. Profile analysis focuses on the comparison of,
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profiles of meane of:aevetal variables for two or more groups. The typtcal

example involvea the comparison of profiles of means on psychological tests in

H

a test battery fot groups of pattenta with different psychiatric diagnoses.

The typical gtaphic tepresentatton depicts a profile of test (dependent

ool

verleble) meene plotted separately for each gtoup. The procedure outlined
here, on the other hand. {avolves the comparison of the effects of an

independent variable on aeveral dependent vattables, wtth e graphic ‘represgen-—

e

tation thet deplcta the effect of the independent verteble on each dependent S

varisble eeparatelv'(eee Figute 1).

The procedure outltned here can be extended to designe with mote than one
I . e

between groups, 1ndependent varleble and can be usged to determine tf a within"

CIEY i

subjects independent variable has a differential effect on several dependent<

variables, In efther caaa, the sevaral dependent varlablee are standardized

traeted as conetttuttng a aingle dependent veriable, and disttnguiehed by the

& ;

levels of a within® aubjecte 1ndependent
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08S Y 1- , D3 -
170k 54 0 1 -0
2 42 1 0 0
3 64 0 1 0
4 48 0 0 0
5 5 1 1 1
6 42 1 0 0
7 40 1 1 1
8 62 1 1 1
9 45 1 1 1
10 47 1 0 0
1 61 0 1 0
12 62 1 0 0
13 54 0 0 0
14 47 1 0 0
15 48 0 1 0
16 87 0 1 0
17 47 1 0 0
18 73 1 1 1
19 49 0 ] 0
20 40 1 0 0
21 54 0 0 0
22 52 0 0 0
23 48 0 1 0
24 40 0 1 0 .
25 37 1 1 1w
26 39 1 1. )
27 46 1 1 1
28 62 20 1 0
29 46 1 1
30 1

35 40
, A‘p,ﬁévi»ul'ix"'A.» 4
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