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A Perspective on Applications of Maximum
Likelihood and Weighted Least Squares
Procedures in the Context of Categorial

Data Analysis

SRV 4 R

Andrew J. Bush

Baptist Memorlal Hospital
. Memphls, Tenn.

Plonoerlng technlcal contrlbutlons to the appl!ed
statistical literature by Grlzzle,‘starmer, and hoch
(1969), Bishop (1969).‘F19nb0rq (1970), Goodnan (1970),
Koch and Rolnturt‘(1971), and. more recontly. didcct!c
contrlbutlono by Forthotor & Lchnon (1961) and by
Kennedy (1983) havc holpod focdl :ﬁowattontlon of nany
research practitioners lﬁ tho bdﬁ&vlorel scliences on
the potential for sophisticated analysis of cytoqorlcal
response data,- In consequence, there is a growing
awareness that a richer analysis can be porform«d\on
‘responses measured on the nominal or ordinal scale than

{s customarily permitted by simple crosstabulation and

chi-square partitioning.




.variable. In partlculaf)

This awareness has led to the ever increasing

popularity of strategles for the analysis of

asynmetric, categorlcal data models--that is, nodels

'4q‘» ,

having at leasl”one varlable ldentlfied as a response

R RN

’strategies that follow either

5

the method of e imun llkelihood (ML) 1n the “Gaodman

tradition, such as log-llnear (logit) and logistic

regression analysis, or the method of weighted least

ZPERE: doenire

squares in the Grlzzle,¢5§armer,Jand}Koch {GSK)

tradition have been strongly gaihlhd’ln“&éceptance.

Parenthetically, two points need now be made

fap Loos it N I R T R ! W R I L T

before proceeding to the matn course ot the narratlve.
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First, the ltrateqlo- mentloned above also allow tor
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the analylln of lymmetrlc modolaw-that ls, modele ror
(IR S SR L S I K 23

which a dopondenﬁ or relponse vuriablo ha- not beon
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1dentltlod. Howovor, tor tho purposo of dlacuaalon,
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the tocu- hore wlll be on aaymmetrlc modelo.

80coﬁaly, ihe GéK ltretegyvhubsumes‘ah‘upp¥ouch
that is known by uome as Mlnlmum Chl-sauare Estimation
(cf. Aldrich and Nelson, 1964)1and is 'a specific,
direct, welghted least-squares approach employlng
categorlcal independent varlables only. This point is

made to call attention to the fact that the label,



weighted least-squares, is a general‘descrlptor for eny'
welghted regression procedure”usina any weighting
factor whatsoever.' Since differential selection of
weighting schemes will produce dlfferent regresslon
results, all weighte& regresslon'precedures are nof
equivalently effective. But, because’of‘an dhfortﬁhate’
tendency to group uny and all welghted‘procedures under‘
a single label, the GSK procedure has had’ some‘
undeserved bad press, in the form of guilt by
association, from those who' dlsparaqe the regression
analysis of categorlcul data in general. The upshot of
this dlgression is to admlt cﬁ;t’khé GSK approach ls a

weighted regression approech wlth the further adnissionl

that 1t 13 tundamentally sound.
Tsim st w1

e
As might be oxpected, alnce the ML and the GSK
approaches use dittorent muthematlcul bases in thelr
foundation, and thus can lead to dlffer!nq ltatlttlcal
judgments, some dispute regardlnq thetr relative merits
has begun to appear. Advocates of ML based ltrategies
typlically highly value log-linear and lqglhtlc
regression analysis but look askance at the use of.
linear regression tor the analyslis of eotegorlcal
outcomes. This. position 18 particularly likely to
develop amongst analysts who pursue log-linear problems
from the mental framework of the Deming-Stephan
iterative proportional fitting (IPF) algorithm (see
Kennedy, 1983, for a particularly lucid description of




the algorithm)-

ERA S P E NI A VY L R RS S P

By employlng the IPF technlque, aﬂ sound strategy
in and of itself, 1t is unfortunately quite possible to
miss the poln@ﬂthat;lqgﬁlineurVapglys}s‘ is esseptlglly

a linear modeling process. More specifically, it is

altogether“too easy }9 RYGY;?PkTFhewF?“t°}°9ywtb4t log-
linear mo?plg ‘F?a}}y;$£e]“¢}gpfaét!Lllqﬁa;qgo§3%§, pnd,
as such they con be structurally coded end resolved os
linear models. Thggevfamﬁltgg,w%}p the alternative to

IPF,  the  Newton-Raphson  lteratively  rewelghted

regression olgorlthm tor achlevlng ML estimates (see
Habermah, 1978, for a tull descrlptlon), recoqnlze the

. I T T #et ETER TS B AR

truth ot this perspectiVe much more readily.

SIS T PR S U R e IHTEE rpme——————
In reallty, thaé which ueparat;:v ML trom GSK

g L

analyelis is not that one employs. 11noar mbdolo ond the

other doo- not, nor ilflt ékit bne ompigfzﬁa”};grolslon
strategy and the oth;; xdo;luﬁgg.“ﬂraoiﬁlylﬁ.toct, are
rooted in a redroiif&n ba-lu. \ Whﬁéhro;ii;'l;b;ratOl
the two {s that thelr mothoda of 1;n;lemént1ng tho
regression strategqy differ. ‘ "

Oon the one hand, GSK sooks to achieve poramocor

estimates through mlnimlzing. a model's residual chi-

square. It does so noniteratively under " the mechanism

of weighted least squares regression by adopting a
weighting matrix formed as the inverse of the varlance
of a researcher specified response function. (see

Forthofer and Lehnen,

1981, for a very thorough

n———— . o e



description).

ML, on the other hand, seeks to achieve parameter
estimates by maximizing the 1likelihood function and
does so iteratively under the mechanism of reweighted
least squares reéresslon. Per force, the weighting
matrix, the basis matrix, and the form of the response

varlable for ML dlffét‘from those used under GSK.

«Both strateg!es avold the ‘well- known problems that _

plague ordinary least squares 1n this context by not

making untenable.: distrlbutlonal assumptlons. Nelther

assumes normality nor homogeneify of varlanl a ‘ae

resldual. “Both aaaume !ndependence and both typically

aesume a bfdduét-multlnom!al parent data dlstributlonv

tor asymmetrlc problems.

o

.

. A Technical Overview Of The GSK And ML Categorical Data

‘Analysis Strateglies

To help fix the idea that both the GSK and ML
procedures for analyzing categorical data are, In fact,
regressjion based technlques, @ summary overview of both
procedures is offered on the following four pages. The
technical description of each is hdghly condensed and
is meant to que a reference point to the reader rather

than a full, didactic exposition. The text underscores




‘that both procedures rest solidly on the foundation of

welighted least squares (WLS).,.  Pages six and séven
V”describe major aspects of the GSK strategy while pages

elght and nine deal with the ML approach. - :.:

The GSK Approach < aa

Weighted Least Squares (WLS) analysis, employs a mathematical ‘mode! that
adopts the following notation: .
' BP0 E i

. » , I. p a vector of proportions. Each p," is compuled as the

s

ratio of a response frequency Iu lof = fy

fopd e s Al
IR R B

, el
where the subscript | indexes a particularj Andependent variable
level or combination of levels, the subscript j addresses a
particular level of the response measure, and [ denotes the

f . pumber of levels present in the response measure. The elements of
p are arranged so that the r proportions corresponding to a -
value of | are contiguous and in ascending order of .

2. A a vector of contrast coefficients with elements 3.
3. Y a vector of contrasts such that Y = Ap for additive models.

Each Y, is formed as Y, = Z 8 b, Alternatively

Intrinsically multiplicative models can be formulated by first
taking the nalural Tog ol the Py In this case, the vector Y Is

formed as Y « A In(p). For such models, Y, = 2 g, Inlp,).

4. X an independent variable coding matrix. For, WLS results to
approximate those of a log-linear analysis, the matrix X is
coded using effect codes (i.e, 1,0,-1). :

B a vector of regression weights.
6. € a vector of residuals.

_w_‘a matrix of weights such that. W = V(Y)™.

o




In the =1 2. & e
case of an addilive model, V(Y) r [tl 3 B, [g a, pU]]

Stould r=2 and A « {1 0] or A = [0 1], vey) = S0 ,‘p»‘)f for ol or po2

r et

S . .az ) Sy P i
In the case of a multiplicative model, V(Y,) = g T',L' -}‘-[2 a)’. Here,

should r=2 and A = [l -1] or A = {-1 1), (the logit function), then it follows
that V(Y,} = for either j=l or j=2. - Lo s

«

PRy

Using these conventions, the regression model can be written as: , .
Y-Xp+e TR v
b= WK X'WY)
Vi) = (X'WX) L
¥ =X

T
The residual chi-square for such models {s:

X -xWY -%0)
with df = k - m !

where k = the number of independent cells
(le, rows tn X} - ;

and m = the number of parameters
(l.e, columns {a X)

Glven a contrast matrix C that has dimensions ¢ x m, component

chi-squares (i.e. corresponding to the general linear hypothesis Up = D)
con be computed as:

x2 = (Co)IcOx"wx)'c"I cb
with df = ¢

Approximations to component chi-squares, can also be computed by taking the
* difference In residual chi-squares for competing models with df equal to

the difference in the respective number of parameters. This approximation
method is nol as effective here as it is in log-linear analyses since the
chi-square eslimates are the classical Pearsonian rather than the maximum
likelihood ratio chi-squares developed by Fisher and are, consequently, not
precisely additive.




Likelthood
conventions:

The ML Approach

ltefative Weighted Least Squares (WLS) can be used to achieve Maximum

ML) estimates. The strategy assumes the following notational -

1. A diagonal matrix F of dimensionality (kr x kr) where k is the
number of independent variable cells and r is the number of
response variable levels. The elements of F are individual
[, where | <= | <= kr. They are arranged on the major djagonal
so that the order of rotaton is through the response levels for.
a particular independent variable cell before the next cell ls '
represented.

2. A diagonal matrix E whose entries e are the expected Lo
frequencies for a given model in correspondence to the f.

3. A design matrix X of dimensionality (kr x m} where m is equal
to the sum (k-1)¢(r-1)¢(k-1)s(r-1). Note that m represents the
total component degrees of .freedom in a given model excluding the
intercept (or grand mean) which is not coded The design matrix
X is composed of effect codes (1.0,-1) and is formed as:

a The [first k-1 columns of X are effect codes on the
independent variables-- each row of which is repllcated
contiguously r times. . AT

b. The next g-1 columns of X are formed by block
replicating effect codes on the response measure k limes.
Each.block is of dimensionality r x g-1.

¢. The remaining (k-1)o(r~1) columns represent the
{ndependent-dependent variable interaction terms and
ar? formed by multiplication of the corresponding prior
columns. .

4. The subscript ¢ represents the currenl {teration and the subscript
p represents the prior iteration

5. Vector Y = diag (In(E,) + (F - EJE,']. On the first lteration,

this procedure is replaced by compuung each element Y Lo be
Y, = In(e) where ¢ = f, + .05

6. A matrix [} of the same dimensionality as X formed by
row replicates of the vector ¢ with elements d, (I <u j <= m)

Sm, :

where

=1
given the e are from the prior iteration




The iterative process, given X and F, is as follows:
1. Compute L as described

2. Compute D, as'descrlbeti
3. Generate the matrix A = X - D‘ ‘
4. Estimate the regression we!ghts § as

b= IATE, A ALE, Y,

o}
" " ¢ bj XU
5. Estimate lhe i element of E‘ as ¢

6. If the estimates b, couverge on b then stop iteration
otherwise return to step 1.

Given convergence, the following additional estimates can be made:

V(D) = (A] E, A
2. Standardized residuals are (f, - ¢)/ [

(3]

 Restouat 12« 2 ) 1, 1 ¢ ]
tel

2
4. Residual x? = (—'-l,“-’t)-

b
“both with ¢{ = kr - m =1
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author's po

compar hg ‘GSK And ML Methods

eadi)y’see,

tion of regression

As the reader can r ‘poth approaches

point and interval estina

To help profil
thelir rela

e how the sfrategies compare

tlve merit from the

int of ‘view will now bé,eXamined along

several dimensions. - Those dimenslons ‘are:

1) Abilitytto deal with synmetric models.

2) Facility for testing hypotheses.

3) Statlstical properties of estlmators.

nal requlrenents.

4) Relatlve computatlo

3) Ease of interpretatlon ot st!natora.

6) Robustness with reopect towextgemgmy%;ues.

handling 1ntorvu1 variables.

7 Cﬁpucity for

i

s_mm&_r.i.g._mu_u- With regar
o individual variable js ‘perceived to

d to doing data

analyslse where n

be a response (dependent) variable,. the ML method has @

log-~ llneur analysls, having 1ts

clear eddge. in fact,

e tield of sociologlcal methodology, & field
en enjoy the

t variables,

roots in th
luxury of experimentul

that does not oft

manipulation of {ndependen is excepttonally
well-geared for coping with marginal and partial

assocliations among variables.




an approach that

In contrasr, tne GSK approach,
emana{es from the biostatisticol world, ]s focuéed
directly on exbloring the effects "of one or more
independent on one or more dependent varlables. Unlike
GSk forces gelection of a

inear strategy.
o that the GSK

This does not mea

the log-1

response variable.
e symmetric problems-4lt can.

n can not nandl
otate throuqh

t systematlcally r

approac

However, an analyst mus

a problem -8 varlubles choosing difterent variables,
individually, as the response meaaure. Consequently,
the GSK method 18 not as desirable in such a oontékt.

fry. far Testing. ﬁypq}heqea. Assnminq the

Facility.
asymmetrlc environmenc tor the remalnder'of tnis
e on the basis

narrative, how do the gtrateglies compar

of testing hypotheses? ) opinlon, the

In this writer’

robably stronger put not

68K approuch is P
GSK,

xibility because t
r comblination on

overpoworingly 80, on the surface, appeurs to
he analyst is

have far greater flex
nearly any 1inea

ation of the res
n of & response

permltted to establish

ponse measure.

nearly any transform

such Elexiblfity permits definitio

f ravw proportionq, or logged

function in terms ©
1eading directly to odds

proportions (the larter

ratios), or even exponentlated proportions.




';? Wcompqp;son; ,phe log-linear approach forces a

,deflnit#qn of the responsg‘function in terms of logged

LROR G0

“proportions. However, what is often overlooked during

aAlog—linear analysis is that expected frequencies are
generated and that the analyst is free to establish any
desired transformation and linear combination on those

frequencies he or she wishes, This implies that the ML

‘method can be as rich analytically as the GSK method

(cf, Haber, 1984), In fairness, though, the more

extended mode of analysis under ML is not typical and

is more mechanlcally difficult,

Statistical Properties. ;wfth respect to the
statjgtlcalypfqpe}tjes‘of"fhgv;éstimatbr; pfoduced by
GSK Aqd ML, a’ lliqht edge ha§ to Be‘awarded ML since
the ML estimators are well-known to be asymptotically
consistent and relatlQoly efficlent, What {8 not as
well known is that the GSK estimators are similarly
asymptotically consistent and, for that matter,
aysnptotically equivalent to ML estimators, They are,

in fact, best asymptotic normal estimators (BAN).

For fully saturated models of any sample size, the
two methods delf{ver identical results. For unsaturated
models on large samples, differences in the estimators

tend to be trivial. However, as sample slizes decrease,




the GSK and the ML estimators can be disparate with the

i

ML estimators tending to have smaller variance. Tne
B i R S
question of how large is large enough to feel fairly

comfortable that similar results will be afforded by
both strategies is not precisely known. However, it is

generaily recommended that samples be of sufficient
size before employing either approach. For specific

guidelines under GSK, the reader ls referred to

¥
i +

Forthofer and Lehnen (1981) end, for guideiines under

ML, to Haberman (1978).

Computationai Requirements. From a computational
A
perspective, GSK has a clear edge. In the first p]ace,

it is non- iterative. In the second, |its basis matrix

(3
.

is a’ factor ef r*r smaller where r denotes tne nenberk
of categofies present in the responee varieb]e. For
problems involvinq poiytomouo reuponee measures;
computational roeource roqulrements heavlly tavor GSK.,
While such considerations may not ee cfitical for
mainframe anpiicationa, the resouice impiicaiione for

microcomput ing ere clear.

Ease of Interpretation. With regard to estimator
interpretablility, ML estimates are glightly easier for
a novice to make sense of |{f a canned log-linear

strategy is being employed. This i{s the case because




mid

ere conceptually well ldentlfied ln the

4 B

'the parameters

paradlgm of analysis of' variance effects on logged

expected cell frequencles.l I1f, however, the more
flexible _regression coding scheme affordeo by the
Newton—Rapheon strategy "is employed to deviate from
traditional effect definitlons, thie edge evaborates

R [ R I . .
and both ML end GSK estimates must Dbe carefully

1dent1f1ed by the analyst.

Robustness _for Extreme Values; From the

perspectlve of extreme values, the GSK end the ML
strategies ehare common problems. Both must cope with

empty celle ,by elther maklng a numerlc replucement or

I

collepolng categorles. Further. both relv on havlng

large samples to ettect robuctne-s in the statlstlcel

propertios of their estlmutorl. From thie author 8

vlewpolnt, nelther procedure has an edge wlth regard to

this problem. Howevor. it should be noted hat it ls

recommended thet the GSK approach engage o log

trnnstormotlon on proportions when proportiona are
extreme rather than operating upon them In their natlve

metric (see Forthofer & Lehnen, 1981}, Intuitively,

the same caveat should apply to followup contrasts on

ML estimates.




Interval_Independent Varishles. With regard to
1ntefval'fndependéhf\GAriabies}wdne variant of ML,
namely logistic regression ana}?sis, has a distinctive
advantage. It has the capacity for cop1h§°w1th a mix
of both categorical and continuous variables with the

provision that the response measure be a dichotomous

vafiable.

Neither the GSK ‘nor traditional ‘log-linear ML
hetﬁbdé‘can‘dublibﬁtegfhlsvéébhcffy{ “Even 8o, an’’
analyst cbuid'abpfoAEKitﬂé%§i€datiﬁgm5fjihi%r&&l”
variables with either log-linear of GSKk analysis by
meanlngfully‘categorizlng”all interval variables

present.

} i
4
o

synthesis. Given this proflle, which procedure
then is preferable? From the author's perspective
neithar completely dominates the other. Both are

powerful and are well worth mastering.

Should the research purpose be to examine marginal
and partial agsoclations stmetrlcaIly, the ML Approach
embodied bv 1oqf1£near unalyéls 1s preferable, Should
the research purpdée be ﬁo test hypotheses on response
level proportions or on complex Qunctlons. the GSK

approach ls preferable. If interval level independent




.. present . and recoding is not desirable,
c ‘regression ’ML approach is promising--~
providing no more than two levels are present In the

response variable.

e 5 . v

ZShould computing facilities be highly restricted,
the GSK approach can be preferable. If the analyst is
unsophisticated with respect to the analysis of linear
models, a traditional log-linear analysis will be
easier to pursue, If sample slzes are »small or empty
cells are present, neither s;;dtegy is particularly
safe.  If extreme prppprtiona are | present, botlh

approaches should make appropriate adjustments.

In the final analysis, both approaches have
-pactflq(OQrengthu as well as detractions. Both offer
strong analytic capabilitles and both belong In our

repertolire. : ‘

An Analysis of Hypothetical Data By ML And By GSK

For the purpose of illustrating the similarity of
the two methods fn an applied scenario and for the
purpose of demonstrating their versatility, the
following simple numeric example is offered. The data

shown below were constructed by John J. Kennedy, of The




Ohio State University, as' a didactic 'example to show
how effect contrasts might be estimated through chi-
square partitioning. With . his kind permission, the
data will be employed here to show (1) how both "ML and
GSK can be used to estimate linear and quadratic

effects and (2) how both the ML and GSK procedures can

pursue traditional log-linear effects,

The data are given in Table 1 and consist of
frequency counts that have been crossﬁabulated!‘on the
basis of student sex (A= 'Males,!” Ap= Females), an
unspecified treatment  variable (Bjy= Treatment, By~
Control), And a trichotomous outcome measure (Cj= Poor,

Ca= Satisfactory, and C3= ‘Good).

Table 1. A Hypothetical 2x2x3 Data Exanmple,

Qutcome_Description:

Poor Satisfactory Good Sum

b
&
x

Ireatment
T -] 19 4 28

(o}
T
C




Page 19 demonstrates.a linear and quadratic effect
coding setup used _as.  input to an _author prepared
Newton-Raphson ML program thqt has been . designed to
teach the flow of the ML procedure. The inpu% consists
of (1) the number of rows in the regression baslis
matrix, (2) the number of columns in that matrix--note
the omission of a unit vector for the grand mean, (3)
the basis matrix, itself, arranged in column order:

a) Sex vector..

b) Treatment vector,

c) .Sex x Treatment, - B

d) Linear Response Contrast.

e) Quadratic .Response Contra?t.

f) Linear Effect of B8ex.
‘g) Quadratic Effect of Sex.

h) Linear Effect of Treatment.

9] Quadrath;é:tectﬂpt Treatment.

j) Linear Effect of Sex X Treatment,

k) Quadratic Effect of Sox X Treatment.
and (4) the raw : frequencies . themselves with the
response variable rotating most rapidly,. followed by
treatment, and sex in thﬁt order. Pages 20 and 21 show
the ML analysis with page 21 being the more interesting
since it delivers parameter estimates. Pages 22 and 23
show the corresponding GSK analysis with page 22

delivering the linear analysis and 23. the quadratic.




1
1
1

-1

-1

-1

-1

-1

~1
1

1
1

-.333333
.666667
~-.333333
-.333333
.666667
-,333333
-,333333
666667
-.333333
-.333333
666667
-.333333

¢

-.5 -.333333
0 .666667
.6 -,333333

-.5 -,333333
0. .666667
.5 -.333333
.5 ,333333
0 ~.666667 .

-.5 ,333333
.6 ,333333.
0 -,666667

-.8. .333333

-.5 ~.333333
0 .,666667
.8 ~,333333
.6 ,3833333
0 ~.666667

-.8 ,333333

-.8 -,333333
0 .666667
.5 ~-,333333
.8 ,333333
0 -,.666667

-.0 .,333333.

ML Analysis of 2x223 Data SQthsingVLinear‘éﬁQu,adratic Codingé

-.333333
.666667
-.333333
.333333
-.666667
.333333
.333333

.~,666667

©.,333333
-.333333

0:..,666667
.8 -.333333




cell =>
cell =

cell =>
cell =>
cell =>
cell =>
cell =>
cell =>
cell =>
cell =>
cell =>

column
column
column
column
column
column
column
column
column
column
column

1,000
1.000
1.000
1.000
1.000
1.000
~1.000
-1.000
~1.000
-1.000
-1.000
-1,000

cell =>.

OO

10
11
12

|
v
(=N RSN We I AN Lo

0.880
0.880
0.880
-1.120
-1,120
~1.120
0.880
0.880
0.880

-1.120"

-1.120
~1.120

Cell Frequencies Iteration is 4

obs freq
obs freq
obs freq
obs freq
obs freq
obs freq
obs freq
obs freg
obs freq
obs freq
obs freq
obs freq

Dvector Iteration is

value
value
value
value
value
value
value
value
. value
value
value

Amatrix Iteration is

1.000
1.000
1,000
-1.000
-1.000
-1.000
-1.000
-1.000
~1.000
1.000
1.000
1.000

=>
=>
=>
=>
=>
=>
=>
=>
=>
>
->
>

4

m>
o>
">
">
w>
>
L}
">
-
u)
">

5.0000
19.0000
4.0000
3.0000
6.0000
13.0000
6.0000
16.0000
6.0000
2,0000
8.0000
12.0000

-0.0000
0.1200
0.0000
0.0950
0.18567

-0,0080
0.0100

-0.1080
0.1700

-0.0080
0.05800

~-0.598 ~0.490
-0,098 0.810
0.408 ~0.490

=0,898 ~0.490

~0.095 0.510
0.408 -0.490
-0.59% ~0.490
~0.095 0.810
0.405 ~-0.490
~-0.598 -0.490
-0.095 0.510
0.405 =0.490

exp
exp
exp
exp
exp
exp
exp
exp
exp
exp
exp

exp’

~0.498
+ 0.008
0.8508
~0.498
0.008
0.808
0.605
0.005
-0.495
0.505
0.005
-0.495

freq
freq
freq
freq
freq
freq

freq

freq
freq
freq

‘freq

freq

ML Analysis of 2x2x3 Data Set Using Linear & Quadratic Codings

=>
=>
=>
=>
=>
->
-

‘.>

=m>
->
->
->

~0.343
0.687
-0.343
-0.343
0.6587
-0.343
0.323
-0.677
0.323
0.323
-0.677
0.323

8.0000
19.0000
4.0000
3.0000
6.0000
13,0000
6.0000
16.0000
6.0000
2.0000
8.0000
12.0000

-0,398 ~0.003
0.108 0.497
0.605 ~0.803
‘0,608 0,163
0.105 -0.837
-0.398 0.163
-0.395 -0.503
0.108 0.497
0.605 -0.,503
0.605 0.163
0.105 ~0.837
-0.395 0.163

~0.499%
0.008
0.605
0.%08%
0.005
~0.498
0.505
0.005
-0.495
-0.495
0.005
0.505

-0

-0

-0

-C

-C

-C



Analysis of 2x2x3 Data Set Using Linear & Quadratic Codings

;s Iteration is 4

arcept is 1.917424 old value was 1.917424

mn => 1 A value => -0.018176 Change 0.000000
mn => 2 B value => 0.131955 Change *0.000000
mn => 3 AB value => ° -0,051147 Change - -0.000000
amn => 4 Cl value => 0.758738 Change 0.000000
mn => § C2 value => 0.719449 Change 0.000000
mn => 6 AC1 value => -0,137141 Change  ~0,000000
mn => 7 AC2 value => ~0,016173 Change -0,000000
mn => 8 BC1 value => -0,870310 Change -0,000000
mn => 9 BC2 value => 0.494252 Change -0.,000000

mn => 10 ABC1l value => ~0.025570 “Change "~ '0,000000
mn => 11 ABC2 value => 0.249045 Change 0.000000

of changes 0.000000

iance Iteration is 4°

J152 0.0017~0.,0027 0,0044 0.0013-0.0130-0,0100~0,0023-0,0041 0.0151~0,0015
)017 0,0152-0.,0002 0.0181-0,0015-0,0023-0,0041-0,0130~0.0100 0,0044 0,003
3027-0,0002 0.0152-0,0023-0,0041 0,01581-0,0018 0.0044 0,0013~0.0130~0.0100
3044 0,0151-0,0023 0,1111 0.0195-0.0035-0,0066-0,0131~0,0226 0.0181 00,0034
)013~0.0018-0,0041 0.0198 0.0832-0,0066 0.0011~0,0226-0.0143 0.0034 0.0013
)130-0,0023 0,0181-0.00353~0,0066 00,1111 00,0198 0,0181 0,0034-0.0131-0.0226
J100-0,0041~0.0015-0,0066 00,0011 0.0195 0.0832 0,0034 0,0013-0,0226-0.0143
023-0,0130 0.0044-0,0131-0,0226 0,0181 0.0034 0.1111 0,0198-0,0038-0,0066
)041~-0,0100 0,0013-0,0226-0.0143 0.0034 0.0013 0,0195 0,0832~0,00668 0.0011
J151 0.0044-0.,0130 0.0181 0.0034~0,0131-0,0226~0,0035-0,0066 00,1111 0.0195%
3015 0,0013-0,0100 0,0034 0.0013-0.0226-0,0143~0,0086 0,0011 0.0198 0,0532

[teration is ¢

mn => 1 value => 3,2242
mn => 2 value => 12.4921
umn => 3 value => 4.1241
umn =>4 value => 6.0796
umn => 8 value => 14.6828
unn => 6 value => 0.7101
umn s> 7 value => 2.3169
amn => 8 value => -6,2783 ¢
umn => 9 value => 20.3232
umn => 10 value => -0.9058
amn => 11 value => 4.5616
rsonian 00,0000

herian 0.0000




“GSK Linear Analysis Page 22

TheiPéttéfn Matrix X as Entered
1.00

-1.00 :

-1.00
1.00

The Parameter Coefficient Matrix:

0,25 -
~0,25 o .

0.25 "~0,25 0.25  -0.26 ‘ . . i
0.25 "~0,25 -~0.25 0.25 ) » S . ,

The Frequencies aé,Entered

CATEGORY:

1 2 3
5 19 4
: 3 . 6., 13 '
: ; 6 16 :- 6 ~
. g 2 8 ..12 '

CONTRAST: =1.00 0.00 .1.00 . e
‘ LOG EST  LOG SE  ODDS EST ODDS SE Z ESTIMATE

PARAMETER
INTERCEPT *0.789 0.333 2,136 1,396 2.277
AC1 -0,137 - 0,833 0.872 1.396 -0.412
BC1 ~0.870 0.333 0,419 1,396 -2,612
ABC1: 0.028 0.333 1,026 1.3%96 0.077
PERFECT FIT --- SATURATED MODEL
RESIDUAL CHI-SQUARE = ., 0.000 DF = 0 ALPHA = 1,00

LOG-P FUNCTION PREDICTED. RESIDUAL
-0.223 -0.,223 0,000
‘ 1.466 1.4686 0,000
0,000 0.000. 0,000

1.792 0.000

1.792




GSK Quadratic Analysis p 23

The Pattern Matrix X as Entered

.00 1.00 1.00 1.00
.00 1.00 -1.00 -1.00
.00 -1.00 1.00 -1,00
.00 -1.00 -1,00 1.00

The Parameter cOétficient Matrix:

.25 0.25 0.25 0.25
.25 0.25 -0.25 -0,25
.25 -0.25% 0.25 ~-0,25

26 =-0.25 -0,25 ' 0.25

" The Frequencies as Entered

RARTSEH

RAST: =0,50 1.00 =0.80

METER LOG EST
RCEPT " 0,719
-0.01¢
0.494
0.249

PERFECT FIT --- SATURATED MODEL

" CATEGORY:
1 ? 2 3:
5 19 4
3 6 13
8 16 6
2 8 12
LOG SE
0.231 2,083
0.231 0.984
0.231 1.639
0.231 1,283

RESIDUAL CHI~SQUARE =

LOG-P FUNCTION

1.447
-0.040
0.981
0.490

ODDS EST ODDS SE Z ESTIMATE

0,000 DF =
PREDICTED

1.447
-0.040
0.981
0.490

1.2%9
1,289
1,289
1,289

3.120
-0.070
2,143
1.080

0 ALPHA = 1,00
RESIDUAL

0.000
0.000
0.000
0.000




presented

Table 2.

Effect b
. . AC1 ~.14
A02 -.02
BCI** ~-.87
BCz* 49
ABC1 .03
1’; ABC2 25
LR P
' ) »* p \'Y

Collecting ;heJegfgcgﬁestimgtgs from the runs just

}ets_usip§oduqe Table 2.

Notg,that two

V:éeparate analyses had to be performed by GSK to produce

first the linear and then the quadratic results.

. —————— s .

Summary of ML & GSK Analysis of Linear &

ML

SE
.33
.23
.33
.23
.33
.23

01

.08

- ..GS

PR 4 S

Page . b
21 .14
21 - 02
21 ey
21 . 49
21 .03
21 .28

SE
.33
23
.33
.23
.33

.23

Quadratic Effects in the 2x2x3 Example.

Page
22
23
22
23
22
23

Clearly the two sota of results are isomorphic with

each revealing both a linear and quadratic effect for

the treatment variable on the response frequenciles,

With respect to the linear trend, the odds favoring a

response of

in the control group than (n the treatment.

"good" over a response of "poor" are better




With respect to the quadratic trend, the tréétment
group average odds favoring a "satjsfactory" response
over the other two response qateg&ries are better than
the',correspondlng odds for the control coﬁditlon.
Obvlousiy, 1f this were a true research situation, an
analyst would suddenly get gray hair but the data do

serve the purpose of illustration,

Repeating the exercise with linear codings
established to produce traditional log-linear
parameters, the ML Input file isg ghown on page 26 and
follows exactly the same pattern as before. This tinme,
however, the Ilinear and quadratic codes give way to

average’ettect codes,

Pages 27 and 29 reproduce the ro?ulta from the ML
analysis with Page 28 being the more Interesting, The
GSK output {s shown on pages 29, 30, and 31. This time
three runs were made under GSK in order to directly
estimate the paramoters associated with the third level
of the response variable, These could, admittedly,
have been determined by subtraction. However, the
varlance estimates for the parameters.on page 31 would
have had to have been inferred rather than obtained

from {nspection.




2x2;¢3 'Data‘
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\nalysis of 2x2x3 Data Set Using Loé-tinear'Codiﬁés

.=
. =>
. =>
.=
. o=
. om>
. =>
. m>
. =>
. =>
.=
. =

VOO OdWN

Cell Frequencies Iteration is 4

obs freq
obs freq
obs freq
obs freq
obs freq
obs freq
obs fregq
obs freq
obs freq
obs freq
obs freq
obs freq

:tor Iteration is

mn
mn
mn
mn
mn
mn
mn
mn
mnh
amn
mn

=
>
">
->
>
>
>
>
->
=> 10
m> 11

VOIS WN -

value
value
value
value
value
value
value
value
value
value
value

trix Iteration ls

.000
1000
000
000
000
1000
000
000
1000
000
000
000

0.880
0.880
0.880
‘-1,120
-1.120
~1.120
0.880
0.880
0.880
-1.120
~1.120
-1.120

1.000
1.000
1.000
-1.000
-1.000
-1.000
~1.000
-1.000
-1.000
1.000
1.000
1.000

=)
=>
=->
=>
=>
=)
=>
wm>
=)
=
=>
-

4

- _

=)
=>
=D -
>
">
->
->
->
">
">

1.190
0.190
-0.810
1.190
0.190
-0.810
1.190
0.190
-0.810
1.190
0.190
-0.810

5.0000
19.0000
4,0000
3.0000
6.0000
13.0000
6.0000
16.0000
6.0000
2.0000
8.0000

12.0000

0.0000 .

0,1200
0.0000
0.1900
0.1400
0.0100
0.0200
0.2100
0,3600
0.0100
0,0800

-0,140
0.860
-1.140
-0.140
0.860
-1.140
-0.140
0.860
-1.140
-0.140
0.860
-1.140

exp freq
exp freq
exp freq
exp freq
exp freq
exp freq
exp freg
exp freq
exp .freq
exp freq
exp. freq
exp freq

=>
=>
=>
=>
=>
=)
=>

=) .

=>
->
L4
-

$.0000
-19,0000
4.0000
3,0000
6.0000
13.0000
6.0000

16,0000

6.0000

2,0000 - ..
. 88,0000 o
12.0000

0.990 =0.020 0.790
-0.010 0,980
-1,010 =1,020

0.990 -0.020
-0.010 0.980
-1,010 ~1,020
~1,010 -0.,02Q
-0.010 -1,020

0.990 0,980
-1.,010 -0.020
-0.010 -1.020

0.990 0.980 0.790

-0.210
-1.210
-1,210
-0.210

0.790

0.790
-0.210
-1.210
-1.210
-0.210

-0,360
0.640
-1.360
~-0.360
-1.360
0.640
-0.360
0.640
-1.360
-0.360
-1.360
0.640

0.990
-0.010
~1.010

-1.010

-0.010
0.990
-1.010
-0.010
0.990
0.990
-0.010
-1.010

~0.080
0.920
-1.,080
-0.080
-1.080
0.920
-0.080
-1.080
0.920
~-0.080
0.920
-1.080




intercept is

column =>
column =>
column =>
column =>
column =>
column =>
column =>
column =>
column =>

CONOGEO N~

column => 10
column => 11

Sum of

changes

Bwts Iteration is

1.917425
A value =>
B value =>
AB value =>
c1 value =>
c2 value =>
AC1 value =>
AC2 value =>
BC1 value =>
BC2 value =>
ABC1 value =>
ABC2 value =>
0.000000

variance Iteration is ¢

0.0182 0,0017-0.,0027-0,0026 0.,0008 0,0098-0.0067 0,0026-0,0027-0,0070-0.
0.0017 0.0152-0,0002-0,0070-0.0010 0,0025-0.0027 0,0098-0,0067-0.0026 0.
-0.0027~0,0002 0,0182 0,0025-0,0027-0.0070-0.,0010~0,0026 0,0008 0,0096-0.
~0,0026-0,0070 0,0025% 0.0402-0,0183-0,0029 0.0019-0,0124 '0,0107 0.0058-0.
0.0008-0,0010-0.0027-0,0183 0,0236 0,0019 0,0008 0,0107-0,0064~0.0014 O.
0.0098 0,0025-0.0070-0.0029 0.0019 0,0402-0,0183 0.0056-0.0014-0.0124 O.
-0,0067-0,0027-0.0010 0,0019 0,0008-0,0183 0,0236-0.0014 0,0006 0.0107~0.
0.0028 0,0098-0,0026~0,0124 0,0107 0,0058-0,0014 0.0402-0,0183-0,0029 0.
~0,0027-0,0067 0,0008 0.0107~0,0064-0,0014 0.0006-0,0183 0,0236 0.0019 0.
-0,0070-0,0026 0,0098 0,0088-0,0014~0,0124 0.0107-0.0029 0,0019 0.0402-0.
-0,0010 0,.0008-0.0087-0.0014 0,0006 0,0107-0.0064 0.0019 0,0005-0.0163 O.

XY Iteration is 4

old value wasg

 -0.018176

0.131955
-0,051147
-0.619185

0.479633

0.073962
-0.010782

0.270404

0.,329501
-0.095800

0.166030

column
column
column
column
column
~column
column
column
column
column
column

">
">
->
->
-
L4

OCB1ORI O

Pearsonian

Fisherian

value
value
value
value
value
value
value
value
value
value
value

0.0000
0.0000

-)>
->
">
">
m>
-
-
">
-
>
=)

3.2242
12,4921
4.1241
-12,1692
15.9448
-1.4202
2.7682
12.8%07
36,7601
1.8116
7.7483

ML Analysis of 2x2x3 Data Set Using Log-Linear Codings

1.917425
Change 0.000000
Change 0.000000
Change ~0.000000
Change -0.000000
Change 0.000000
Change 0.000000
Change ~0.000000
Change 0.000000
Change ~0,000000
Change -0.000000
Change 0.000000




GSK Log-linear: Cl odds p 29
The Pattern Matrix X as Entered

50 1.00 1.00 1,00
50 1.00 -1.00 -1.00
0 -1.00 1.00 -1.00
0 -1.00 =-1.00 1.00

o

The Parameter Coefficient Matrix:

15 0.25 0.25 0.28 ' ' SRR -
25 0.25 -0.256 -0,25 o L
15 -0.25 0,25 =0.25% : ' o > =
35 =0.25 -0.25 0.25

The Frequencies as Entered

CATEGORY ;
1 2 3
5 19 4
3 6 13
. 6 16 6
2 8 12
WMST: 0,67 =0,33 =0.33 S S
ETER 'LOG EST  LOG SE ~ 'ODDS EST ODDS SE Z ESTIMATE
-0.619 0.200 .’ 0,838 . 1,222  =3,090
0.074 0.200 1,077 ' 1.222 0.369
0.270 - 0,200 1,310 = 1,222 1.349
: -0.096 0.200 0.909 1,222 -0.478
“ PERFECT FIT --- SATURATED MODEL
RESIDUAL CHI~SQUARE = 0.000 DF = O ALPHA = 1,00
LOG-P PUNCTION PREDICTED RESIDUAL
-0.371 -0.371 0.000
-0.720 -0.720 0.000
=0.327 v -0.327 0.000

-1.089 -1.089 0.000




GSK Log~-linear: C2 odds p 30

The Pattern Matrix X as Entered

P

1.00 1.00
.00 -1.00 =-1.00
300 1.00 -1.00
1.00, -1.00 -1.00 1.00
T : The Parameter Coefficient Matrix:
0.25 .0.25 0.25 0.25 o '
0.25 ~0.25 -0.25 -0.25
0.25 =0.25 0.25 -0.25
0.26 =~0.25 =-0.25 0,25
The Frequenéies as Entered
CATEGORY: 7
1 2 3
5 19 4
3 .6 13
6 6. 6 :
, 2 .8 12
CONTRAST: =-0.33 0.67 -0,33 ET
PARAMETER LOG EST  LOG SE  ODDS EST ODDS SE . Z ESTIMATE
INTERCEPT 0.480 . 0,184 . 1.618 . 1,166 . 3,120
AC2 -0.011" 0.184 0,969  1.166 _ =0,070
BC2 0.330 0.184 .. 1.390 1,166 2,143
ABC2 0.166 0.184 . 1,181 1.166 1.080
PERFPECT FIT --- SATURATED MODEL
RESIDUAL CHI-SQUARE = 0.000 DF = O ALPHA = 1,00
LOG-P FUNCTION  PREDICTED RES IDUAL
0.964 0.964 0.000
-0.027 -0.027 0.000
0.654 0.684 0.000

0.327

0.327 0.000



Again collecting fhé computed results pfoduces

Table 3. Once more the profile is consistent.

Summary of ML & GSK Analysis of [Log-linear
"Effects in the 2x2x3 Example,.

_GSK _
Page ' 'SE  Page
.20 28 © .20 29

.15 28 ’ .30

.16 - ' 3l

.20

.18

16

20

17,18

-.07 .16
p ¢ .01l
p'¢ .08

Once more we clearly have 1dent1cul results but now
Iln terms of log-linear estlmateg. By way of
interpretation, the significant BC2 term lnq1cutes that
the geometric average odds favoring a "satisfactory”

response over all possible response categories are




-1.,00

1.00

.00

0.25; 0,25 0.25
0.25. . 0,25 - -0,25
0.25. -0,25 0,25

0.25  -0,25 -C.25

TONTRAST

PARAMETER
INTERCEPT

-0.33

-0,33

GSK Lég-linear: C3 odds p 31

"The,Pgtteranatrix X as Entered

e
SRR L ‘

The Parameter Coefficlient Matrix:

0.25
-0.285
-0.25

0.25

The Frequencies as Entered

LOG EST

0.140.

-0,063
-O . GOO
~-0,070

PERFECT FIT --- SATURATED MODEL

RESIDUAL CHI~SQUARE =

0.67

LOG~P FUNCTION

-0.894
0.747
-0.327
0.732

CATEGORY:

1 2 3

8 19 4

3 e 13

6 16 6

2 - 12

LOG SE ODDS EST ODDS SE . Z ESTIMATE

0.168 1,180 1,179 0.84¢6
0.168 0.939 1,179 -0,383
0.168 0.849 1.179 ~-3.639
0.168 0.9232 1.179 -0.42¢

0.000 DF = O ALPHA = 1,00
PREDICTED RESIDUAL
-0.894 0.000

0.747 0.000
-0.327 0.000
0.732 0.000




stronger for the treatment group than the controls,
The significant BCj3 perm ;1nd1¢ates“thatv the average
odds favorlng . a ?good? response .are betteryln the
control condition, The results are conslstentvwith the
findings f;om,wthe_l}neq;-quadrqtlcvanalysls but'reveal
a slightly diffe;ent aspect “pf‘fhgjudata b§sed; onyths_
differential coding. Again, thankfuliy, the‘;ésulgn

(S 1]

are fictitious,

_Conc;uding Remarks
The author hopes- -that a relatlye;y convlnctng case
'has been built for 'embracingb both thek ML and‘GSKV
technologles andv ‘for appreciating ;hat. bpth are
tundaméntally_regression based ntrateg}es. Further, he
hopes that the point has been adequately made thaﬁ to
argue which is better {s, at best, a contextually bound

Issue which begs the question for a unliversal answer.

Certalinly, much more could have been discussed
regarding relative applications, for example, with
respect to nested and ‘blocking design - or with respect
to followups to omnibus tests. These matters are
relevant and important but  beyond tﬁe scope of the
materi{al presented here. Obviously the application

arena is large and the applicatlon tools are superb.
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MULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 16, NUMBER 1, SPRING w68

Predicting Statistics Achievement: -
A Prototypical Regression Analysis

Rodney J. Presley and Carl Huberty
Unlvordlty of Georgia

The purposes of the current study are: (a) to demonstrate 2

_1ab1e approach to the conduct of a multiple regression/correla-

”1on analysis; and (b) to illustrate the approach in the context

f predicting achievement in an introductory statistical methods

fourse. The analysis 1s proposed as being appropriate 1f the
asic intent of a study fs that of prediction as opposed to that

That 1s, the intent 1s to arrive at a model for




5 There are five dimensions of the suggested approach: 1)
designing the study; 2) examining the data; 3) searching for an
efficient prediction model; 4) using regreszion diagnostics; and
5) assessing the model(s). Each dimension of the study is
presented in sections'below, each of which 4ncludes an
application in the context of predicting statistics achievement.
[This 1ist does not necessarily imply a ‘sequential step-by-step
analysis,] o

An effective mode) for predicting statistics achievement may
be useful in addressing three questions related to instruction
and curriculum: 1) Can a fairly accurate rule be determined for

predicting achievement in introductory statistics courses?

2) How effective are easily obtéined‘éraduate-fevel student test
scores in predicting "high-achievers"? 3) In b%edfcting “low=

achievers"? Having some knowledge of predicted achievement

'

e s onm ot oo e s

A special thanks 1s extended to Stephen Olejnik, David Payne.
and John Stauffer (at The University of Georgia) for their
cooperation in this study,




may be helpful in an obviousiwayhto’instrUCtors Furthermore,
having rules ‘for accurateiy predicting high and low achievers
would possibly suggest either a special *advanced" section or’
some remedial pre-course exoerienceQ
"Previous’ studies predicting achievement in introductory sta-

“tistics courses’ have varied in’ predictor models used and in
subject sample- characteristics.” Predictor variabie domains
employed in previous studies include computation skiiis.
mathematics symbolism, previous mathematical experience, logical
thinking, attitudes. anxiety. se]f appraisai impulsiveness.
arithmetic/mathematics achievement. and other biographical
characteristics“(e.g.'gender. age, college maJor) Such
predictor domafns ‘and others may ‘be found in the studies by
Bending and Hughes (1954), Bledsoe and Perains (1976). Eimore and
Vasu (1980), Feiy (1976), Feinberg and Halperin (1978), Harvey,
Plake, and Wise (1985), and Pruzek (1964). The size of the
sample studied and the academic level of the students 1{n the
sample varied somewhat in these studies. For example, Bending
and Hughes employed 71 undergraduate level students, while Elmore
and Vasu (N=188) and Pruzek (N«112) employed graduate students;
Feinberg and Halperin employed undergraduate (209) as well as
graduate (94) leve] students, while Harvey et al. (1985) empioyed
47 and 41 undergraduate and graduate ievei students,

respectively,

As might be expected most of the studies reviewed used a
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QF ression/correlation analysis. Typically, squared
W BT T 20
‘Hcprrelation coefficients were reported (along with some

WL L }

btype of "variable selection” results and some kind of regression
fweights) The percent of variance shared between statistics
‘achievement and one or more variables (from predictor variable

e

fdomains as listed above) has generally been in the range of 30 to

qoefficients).

* Designing the Study
In conduétfng_a mult1p1e regression/correlation study one
must c]eafly défjng ;hghpopulation for which the prediction model
is 1ntendéd select 2 meaningful criterion. and select a useful
set of predictors.“ )
Subiects

The target population of 1nterest 1n this study 1s graduate

%

students enrolled in the introductory statistical methods course.
Students in eight sections of an introductory statistical methods
course offered in The University of Georgfa College of Education
served as thg experimental units, The first class enrolled in
Summer Quartef 1984 and the last in Fall Quarter 1986, Most of
the students were in College of Education graduate degree pro-
grams, [It 4s the opinfon of the junior author, who has taught
this course for several years, that these classes are
representative of previous and subsequent classes in the same
course.] Students in six of the classes (five of which were

taught by the junior author) were administered equivalent tests




and examinations. Students from these classes constituted the

design sample. ,Students from the two remaining classes
constituted the "model assessment" sample.

Some descriptive information on all students who completed
the course in the eight classes is giyen in Table 1. Only those
students who had taken the Graduate Record Examinations prior to
enroliment were considered Tn the final analysis, There were 122
students in the design sample (classes 1-6) and 51 students in
the model assessment sample (classes 7 & 8).

Criterion ;

Since it is difficult to maintain contact with students
after they complete the course, we decided to focus on an
immediate criterion as opposed to an intermediate or ultimate
criterion (Crocker & Algina, 1986, p, 225). The immediate
criterion is end-of-course achievement in the introductory '
statistics class.  Specifically the criterion variable, SCORE, is
defined as a linear composite of 2 transformations of the student
scores on the in-class midterm and final examinations. The
welghts for midterm and fina) examination are 1.0 and 1.5,
respect¥ve1y: SCORE = 1.0 * ZMIDTERM + 1.5 * ZFINALEXAM. The
raw-to-standard score transformation employed the mean and stan-
dard deviation based on classes 1-6.

Although four different textbooks (Glass & Hopkins, 1984;

- Hinkle, Wiersma, & Jurs, 1979; Iman & Conover, 1983; Wright,
1976) were used with the eight classes, the material covered in
the course on introductory statistical methods was quite
comparable across the classes. In classes 1-6 the midterm test

(35 multiple-choice items) covered graphical and numerical
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the final examination (45 multiple-choice items) covered

ﬁFB%Eﬁ?Hi?y;ﬁbrb%ability distributions, estimation, and introduc-
tﬁoh'to‘kiatistica1 testing. (Some test and examination items
pertained to computation; however, the focus was on concepts and

‘ higher-level cognitive performance.) It may be argued that
instructional performance was fairly constant, and that the six
midterm and final examinations 'had comparable difficulty and
internal consistency levels. For one administration of the

- midterm, the mean number of correct responses (total score of
35) was 21.8'and-the Cronbach alpha value was .84; the respective
values for one administration of the final examination (total
score of 45) were 27.7 and ,83. In essence it is issumed that a
common scale of measurement was used for all six midterm
examinations and fér a1l six final examinations,

In selecting predictor varfables, Pedhazur (1982, p. 138)
suggests attending to theoretical considerations and previous
research evidence, There {s soma empirical evidence (e.g.,
Bledsoe & Perkins, 1976; Brown, 1933(!); Woelke & Leitner, 1980)
that basfc mathematical abtlities can contribute to the
prediction of {ntroductory statistics achievement., Educators
generally believe that previous relevant knowledge and skill will
affect student achievement in new learning situations. Elmore
and Vasu (1980) conducted a study examining the relationship
between several affective variables and achievement in

statistics. In their review of previous studies they noted that




the correlation between statistics achievement and affective
variables was generally low,. Elmore and Vasu did not consider
measures of specific arithmetic and algebra skills in their study
but did report siénificant correlations between two attitudinal
variables and statistics achievement. Some type of specific
arithmetic/algebra skill measures were included in most of the
studies reviewed by these authors which reported low correlation
between affective measures and statistics achievement.  The
present authors interpret this as indicating that affective
variables contribute 1ittle to the prediction of statistics
achievement when measures of specific'arithmetic/algebra skills
are also included as predictors; Based on previous research and
Instructional ‘considerations, the current authors decided to
consider predictor varfables designed to measure mathematics/
algebra achfevement or skill level in preference to affective
predictors,

Various algebra and arithmetic achievement skills were
sampled by a locally developed pre-statistics inventory. The
seven scales of this tnventory , the abbreviation as used
throughout this paper, the content areas, and maximum number of
points are listed below:

1) S1. Operations with integers, common fractions, and
decimal fractions (25 points maximum),

2) 52. Proportions and percents (8 points),

3) $3. Squaring and extracting square roots (6 points),

4) S4. Operations with signed numbers (8 points),

5) S5. Operations with simple formulas and construction

of simple formulas (8 points),
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& anireivey,

| grppﬁs,(ﬁ points), and
S7.1{Mj§épjgén§oﬁé -:eiefms, inéqua]ities, symbolism,
> etc. (13 points).
The sum of these seven scale scores, labeled TOTAL (74 points),
was also considered as a predictor measure.
In addition to the seven scale scores and TOTAL score, three
predictor measures were obtained from the Graduate Record

Examinations; the Verbal score (GREV), Quantitative score (GREQ),

and the product of the Verbal and Quantitative scores {GREVQ).
Cohen (1978) has suggested the use of product scores.in
regression models to represent nonadditive or interaction effects
between two variables, Because many statistics problems are
presented in narrative form, the present authors believe that
verbal and quantitative achievement may interact to effect

‘ achievement in statistics. It is interesting to note that fin ten
studies reviewed, the Graduate Record Examinitions scores were
used as predictor measures only by Elmore & Vasu (1986) and by
Noble (1986), Thase scores are readily available for most
students, being an admission requirement in many programs, and
seem a natural choice for predictors with statistics achievement
as the criterion., The GRE scores were selected because of thelr
availabi1ity and their apparent relevance.

A matrix of correlations (see Table 2) among the predictors

and between the predictors and the criterion may be useful in
screening initially chosen measures. Predictors having near zero
correlation with the criterion would be suspect as useful

predictors. For the current study correlations of the predictors




tith the criterion range from a minimum of r=, 20 for GREV to a
aximum of r=.50 for GREQ Therefore ho potential! predictbrs sratng
rere eliminated at. this pointrbecause of Tow correlation with the 9w
riterion. Prediciors which correiate‘highly with one another~ '»
1ay indicate redundancy of information. .If .two such variables
:re detected one may be eliminated from the analysis or when
ogically appropriate the items used to measure the two variables
lay be combined., - For. the current study the highest predictor
ntercorrelation was between GREV and GREVQ (r=.79). This is not

surprisingly strong correlation considering that GREVQ s a i = v
unction of GREV. No other predictor intercorreiation'approaohed~.ﬁ
his magnitude, Therefore no variables were eliminated at this:
tage because of redundancy. o

Pedhazur (1982, pp. 32-36) discusses the assumptions
nderiying multiple regression analysis. He describes this
nalysis technique as robust. Stevens (1984, p. 335) has

uggested piotting the criterion vaiues as a visuai means of as-

I
T

essing approximate normaicy. Such a plot of the criterion ;
o R B

easures in this study suggest approximate normalcy (see Figure
: LA

); In addition, Stevens suggests plotting the predictor

[

ariabies. not to check for normalcy, but as a visua) aid in

etecting outliers in the predictor space.

W

i

Examining the Data

Errors in the data may seriously distort efforts at )
o :
rediction. Recording of data, transposing the data, and

‘wi&

ﬂtering the data into the computer are all opportunities for

e
*rors. We used the computer to 1ist the data as they were
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Also,

”ndathe use;of; frequency histograms and stem-and-leaf plots

of predictor,and;criterion measures useful in detecting extreme

; w4

alues. which may be errors, In addition, these plots help to

““identify segments of the predictor range which are sparsely
represented by the data sampled. If the data set is quite large
and variables can only assume restricted values, then one may
write computer statements to isolate all observations with
variable values out.of the allowed range of . values, This
approach may still.allow errors into the data set. The best

~approach, though time consuming, is to list the data and make
comparisons to the original observation records.

I I I A

'Searching for an Efficient Mode)

Two questipn; must‘Pe gngwéred before the parameters of a
Tinear regressiéﬁ)mﬁdél a:;(estimat;d First. what 15 the
optimum number of the available bredictors tnat should be
retained in the model? Secondly. what is the best combination of
predictors for 2 subset of chosen size? [This brings up a
related question: How 1s one mode]l deemed better than another?
Cross-validation results may Se the ultimate test of the
appropriateness of a pred1c£10h model, The use of a validation
or assessment sample in the curreqt study 1s discussed later,]
Three indices of mode) effectiveness will be examined at this
time. A better model will account for more of the variability 1n.l
the criterion variable and reduce the error in the predicted

scores. Since the adjusted R-squared value reflects the

proportion of variance in the criterion accounted for by the
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model, one ‘index of a good mode) s the adJusted R- squared valyeti?

The higher the adjusted R-squared value the better the model fits
the sample data. The RSQUARE procedure in SAS (SAS Institute
Inc., 1985) was used to calculate the adjusted R-squared values
for all possible combinations of the predictor variables in al

possible size subsets of the predictor variables. The adjustment
formula used by SAS is

adJusted Rfsquared = 1 (1 R- squared)(n 1)/(n p)

i

vhere n is the number of units samp]ed and p is the number of :
yarameters in the model including the 1ntercept The highest
tdjusted R-squared value for each predictor subset size may be wuntt
lotted against the subset size (see Figure 2) .ﬁ¥: SRR

A second index is the Mean-Square Error which 1s equal to '
Sum-of-Squares Error)/(n-p). The mode} with the lowest Mean-
quare Error value has minimized the error and reflects a good
it of the model to the sample data. The lowest Mean-Square
rror for each subsat size may be plotted against the subset size
see Figure 3), A third index, Mallows' Cp statistic, is a
easure of bias 1n estimating the parameters of the regression
odel (Chatterjee & Price, 1977, pp. 198-199). A model that fs
0 simpie (omits important predictors) may result in biased
igression weights and biased prediction, while an overly
mplicated model (including predictors that add 11ttle or
thing 1n addition to the predictors already 1n the model) may
'sult in large varfance both in the regression weights and the

"edicted values (Myers, 1986, pp. 112-114), As Cp exceeds p the




grquetersk b_ecomes more severe,

spe Va1l}g n hémuse?bfaregréssion'fOr'brediction, one wishes to

iy
25

amjhimjze»thefbias,bf.eéﬁ{mating the model parameters. The values
6% Cﬁ againgf h'may.also be plotted (see Figure 4). A good model
wij] have a»"lbw" valug of Cp and one that is "close" to ﬁ.

- These three indices, adjusted R-squared value, Mean Square
Error, and Mallows' Cp, may be examined simultaneously to
determine a gpod subset size., The three indices may not point to
ekactly the séme subset size; After simultaneously Considering
the three indices one may décideﬂto retain two or more predictor
subset sizes. Examinaiion of Figure 2 reveals that a model with
three predictors will achieve the largest adjusted R-squared
value, The smallest Mean-Square Error value is associated with a
model of three predictors.as can be seen in Figure 3.

Examination of Figure 4 suggest that a model with more than three
predictors may be desirable., As the.predictor subset size is
increased the value of Cp approaches p., But, at the same time
the value of adjusted Re~square begins to fall and the value of
Mean-Square Error increases, It should be noted, as often
happens.'that nefther of the three statistics indicates a
predictor subset size that is greatly'superior to others,
Accordingly, we considered models of five and six predictors,
[One additional mode) was considered; TOTAL score along with
GREV and GREQ constituted the predictors of a third model. This
model is simple and may reveal the advantages or disadvantages of
summing the scale scores of the pre-statistics inventory into one
score, ]

Now that we have decided to look at models of five and six




predictors, we must decide which particular subset of variables

to use in our modeT In the SAS computer printout (see Table 3

for subset of six predictors) the combinations of variables in
each subset size are ordered in accordance with the adjusted R-
squared value., One might feel compelled to select the best
combination of variables as indicated by:the highest adjusted R-
squared value (lowest Mean-Square Error, or Cp value closest to
p). Examination of the actuq] values will reveal negligible
difference in the adjusted R-squared value for the best and
second best combination of variables in each subset size, Since
the regression procedure capitalizes on sample specific
relationships one need not feel bound to select the . 'subset-of
/ariables with the highest adjusted R- -squared value realizing
that when the difference between the adjusted R- squared value for
*he best and second best subsets i negligible, the order of the
est and second best set of variables of a given subset size may
rery well be reversed when a different sample s examined, With
his in mind the present authors chose the models retaining the
ollowing variables for the five and six predictor variables
odels, respectively; sS4, $5, S6, GREV, GREVQ and S1, 54, 55, S6,
REV, GREVQ. It was desirable from a substantive viewpoint to
etatn a varfable subset with the GREV and GREVQ varifables,

g Using Regression Diagnostics

Regression diagnostic methodology 1s relatively new and the
ury 1s sti11 out on the relative usefulness of indices to detect

nfluential data points and outliers. we_r¢s§r1cgeq our




R wg Cer

Hia@hbsiiﬁs:tofexaminationvof the ‘influence of single data

ﬁointé; thé‘study of the {nfluence of groups of data points is in
its infancy, with very Jittle practical guidance having been
offered--see discussion by Atkinson and by Hoaglin and Kempthorne
in Chatterjee and Hadi (1986). Also, little guidance has been
suggested for the simultaneous consideratibn of predictor
variable selection and outlier detection. [We selected
predictors first and diagnosed second with an admission of
potentially misleading results.]

In this section we will discuss the practical application of
some of thése techniques. After selecting the variables for
models of five and six predictors the SAS PROC REG (regression
procedure) was ‘used to estimate a linear model relating the
predictors to the criterion, Options were selected to print the

_actual criterion value and the predicted criterion value for each
observation, The difference betweén the predicted value and the

observed value is the simple residual value. These values were

examined en masse and individually.

Assumptions_Check

A plot of the residuals against the predicted score may
reveal model underspecification (omission of important predictor
variables), violation of the assumption of homogenefty of vari-
ance, departure from normalcy in the model errors, and extreme or
suspect data points {Draper & Smith, 1981, pp. 141-1473 Myers,
1986, p. 138). Consider the hypothetical plots in Figure 5.
With an appropriately fitted linear regression model, the plot o
the residual values against the predicted scores should look

similar to plot 1 in Figure 5. A graph such as plot 2 in Figure
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5 indicates that the variances are not constant suggesting a need
for a weighted least squares analysis or a transformation of the
criterion variablet A graph such as plot 3 in Figure § indicates
an error in analysis; the departure from the fitted equation is
systematic. This effect can also be caused by incorrectly
omitting an intercept term in the model. A graph such as plot 4
in Figure 5 indicates an inadequate‘model--need for extra terms
in the model (e.g. squares or crossproducts) or need for a
transformation on the criterion values before analysis. After
visually inspecting Figure 6, the graph of reSIduaIs aga1nst
predicted scores for the five variable model, concerns of the
type just discussed were set aside. . - |
Outliers , ,
An outlier is defined as an individual observatfon‘witﬁ a
relatively large absolute value of residual score. We proceed to
examine outliers individually. Since any model is an
approxiﬁation of the data, outliers are not uncommon. Outlier
observations may represent data error or they may be units the-
for some reason represent a population different than the
majority of units in the sample. Outliers may have some
characteristic in common that determines a diffferent functiona’
relationship between the predictor and criterion variables for
them than for the majority of the sample; If this 1s so then ane
bcan search for the characteristic and determine 1f it 1s an
1mportant variable that should be included in future predictor
models. Outliers may have an excessively strong influence on the

festimation of regression wefghts compared to the influence of




h“gihéf,dafé ;BQ?E%Q?K§?Sthis is the case the outlier is also an
ihf&uehtialhobéérvétioﬁ point. Stevens (1984) {(and others; e.g.
Draper & smith, 1981, p. 169, Weisberg, 1985, pp. 114-125,
Chaterjee & Hadi, 1986, p. 380) point out that an outlier may or
may not be an influential observation in determining estimates o
regression parameters.‘ Conversely, an observation may be
influential and not be an outlier. We will identify outlier
observations mindful of their impact on fit of the model to the
sample data and their influence on estimation of the regression
parameters. Also, observations which are not outliers but whict
are influential will be identified and examined.' This will be
discussed below, For a more technical discussion of regression
diagnostics pertaining to outliers and influential data points
see Cook and Weisberg (1982).

The simple residual, the standardized residual, and the
studentized residual all are indicators of outliers in the crit
rion space. We accept the argument of Stavens (1984, p. 336)
that the studentized residual {s a more sensitive detector of
outliers. For more discussion on this and alternate names for
these statistics, see Chatterjee and Hadi (1986). A studentizc
residual 1s referenced to the Student t distribution with N-p-:
degrees of freedom (Chatterjee & Hadi, 1986 p. 380). As the

choice of alpha level in hypothests testing is arbitrary, so i

the choice of a critical value for studentized resfiduals. A
stem-and-leaf plot of residuals may be constructed to identify

data points which are outlfers relative to other data points i

the sample.

Observations may be outliers in the predictor space
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(Stevens, 1984, P. 337) because of extreme values on one or more
predictor measuree or because they represent a rare comb1nation
of predictor values. Such observations will have a relativeiy
large diagonal element in the so-called HAT matrix, h sub 11,
These observations are alsp called high leverage points. High
leverage points may or may not be influential, How large is‘a
relatively large HAT diagonal element? A critical value of 2p/n
has beenksuggested (Chatterjee & Hadi, 1986). For a discussion
of critical va]ues for 1nf1uence indicators in general see
Belsley, Kuh, and Nelsh (1980). We prefer to consider the h sub
ii values 1nvcontex;_w1th the values for all observations by
constructing a spem-andeleaf'plot. An example will follow in the
subsection, Illusiﬁation.

Influence Indicators

Several indicators of 1nfluen;e are reviewed’by Chatterjee
and Hadi (1986), Seven excellent comment ~eviews follow that
article, There is some confusion about just what is being
influenced in the influence measure. In addition there are only
ﬂrule-of-thumb,gu1de11nes for the analyst to use in deciding when
an 1nfluence measure 1s large enough to warrant concern. In
1regard to the latter, 1n§tead of adopting a rule-of<thumb

icritical value a stem-and-leaf plot may be constructed for each

‘influence indicator. A visual tnspection of those plots will
eveal observatifons with influence indicator values that are

arge relative to others in the sample. This approach may be
riticized as being arbitrary, as are the rule-of-thumb

«approaches. It is believed that these graphical approaches will




1

' tter fee1 for his/her data than employing
f-t f.Thc 1nf1uence indicators considered here
reflect 1nfluéhé§ron‘the b vector of regression weight estimates,
the variance/covariance of the b vector, or a combination of
both, and the influence on a single b value estimating a single
model predictor parameter.

Cook's D or Cook's distance, sometimes abbreviated D sub i
and C sub i (Chatterjee & Hadi, 1986, p. 383) measures the change
in distance between the b vector as estimated with the ith obser-
vation in the model and the b vector as estimated with the ith
observation removed from the model. It therefore indicates the
influence of the ith observation on the pafameter estimates of

all the predictor weights (see comments by Hoaglin in Chatterjee

and Hadi, 1986). The same information is also provided by
Welsh's distance.‘énd a modified Cook's distance, Different
rule-of-thumb critical values aré suggested for these influence
indicators (Chatterjee & Hadi, 1986), Each of these indicators
should identify influential observations in the same rank order,
The covariance ratio (CVR) and the Cook-Weisberg statistic
provide information on the influence of the ith observation on
the variability of the parameter estimates of the b vector
‘elements. An index called DFFITS indfcates influence on both the
estimates of the b vector and the varfance/covariance of the

predictor parameter estimates,

Finally an observation may have strong influence on only one

of the b values. This is indicated by an index called DFBETA.

Plots of DFBETA against observation number are also referred to

as partial regression leverage plots.
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o . . . .v2do
The numerous piots referred to above are not all reproduced

herein. They are easily obtained from popular computer software
packages such as SAS and S$PSS. Regression diagnostics were
conducted for the three models considered in this paper. For
economy of space, only the diagnostics for the five variable
model are discussed in detail. At the end of this discussion the
reader is appraisedvof which observations we decided to eliminate
from each model. Other researchers examining the exact same data
and indicators of influence and outiiers may reach siightiy
different decisions about eliminating observations.‘ Finaily it
should be noted that observations which are outiiera in the - .
predictor space bua:-which are not excessiveiy influentiai may

represent areas in which the sampie data are sparse. Such

observations may prompt the researcher to collect more data.

We turn now to the predictor models studied in the context
of predicting statistics achievement, Outliers and influential
data points will be identified for one model (Mode) 2) and the
decisfon to delete or not delete the assocfated observation will
be addressed, The three models and their adjusted R-squared

values are listed below;

Model 1 SCORE=GREV GREQ TOTAL adj R**%2s,2983
Model 2 SCORE=S4 S5 S6 GREV GREVQ adj R**2-,3138
Model 3 SCORE=S1 S4 S5 S6 GREV GREVQ adj R**2x,3093

L]
The stem-and-leaf plot of the studentized restdual
(RSTUDENT) for Model 2 is given in Figure 7 (each stem-and-leaf

Plot is accompanied with a tabular lTisting of extreme
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,ﬂd’theiﬁ'iéiues). It is apparent that observation

A ST

‘observations
'hTéhfgidaeBtizédErésfﬁua] values relative to the

. 218 and- 17

s&ﬁp1é }’*dE§€$VZ£§o%s 88 and 148 have relatively low studentized
residual valuesﬂh A small studentized residual value implies that
the predictéd criterion value for that observation is lower than
the actual criterion ya]ue. 0f these four observations only 215
is a relative outlier in the predictor space as indicated by the
stem-ahd-leaf plot of h sub ii in Figure 8. At this point one
may wonder if observation 215 is representative of the population
from which it is believed the sample was drawn. In this study
specifically, is there something about observation 215 that makes
this person not representative of students enro]]éd in
introductory statistics courses? This question is not addressed
in this paper. Merely the point is made that regression
diagnostics may lead’the résearcher to fdentify data points which
have some characteristic different from the majority of the
sample,

We now examine the influence indicators to identify
observations which have an unusually strong tnfluence on the
paramaterization of the model, Examination of the stem-and-lea’
plot of Cook's D (Figure 9) reveals that observation 215 and 176
are relatively influential in determining the estimates in the b
vector. The stem-and-leaf plot for the DFFITS indicator is given
in Figure 10, This suggests that observation 215 and 176 are
influential in determining the b vector and/or the varfance of
the estimates in the b vector. Examination of the stem-and-leaf

plot of COVRATIO (see Figure 11) reveals observation 215 but not



In essence observation 215 receives a double indictment for {ts
influential role in determining the b vector and its relatively
strong contribut%on to lack of fit of the model to the sample
data. Elimination of these two observation points and
recalculation of the regression equation should improve the
predictive accuracy of the model. In addition, the removal of
observation 215 and to a lesser extent 176 should increase the
fit of the model to the sample data.

In examining Figure 9-:and Figure 10 the reader may have

noticed that observation 144 Ts .relatively .influential in deter-.

mining the b vector and/op the variance of the b vector.

However, this obsefv;tion Is not a relative outlier in the ..
criterion space or the predictor space. Examination of stem-and-
leaf plots and frequency histograms of all the mode) variables
does not indicate that observation 144 came from a sparse region
f the data, No further consideration is given to deleting this
bsaervation at this time,

Plotting DFBETA for each predictor against observation
number, the so-called partial regression leverage plot, did not
indicate observations which were excessively influential in
istimating the b value for one predic;or.

Observation 215 and 176 were removed from the sample data
ind the regression equation for Model 2 was recalculated., The
1djusted R-squared value rose from .3138 to +3759, an increase of
ver 6% explained varifance. '

After examining stem-and-leaf plots of the outlier measures

ind influence indicators for the other two models we decided to
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176 to be influential in increasing the varfance of the b vector.




observation‘215 and 176 from Model 1 and observation 215,

‘176;-and'144 from Model 3"-The change in adjusted R-squared for
Model 1 was from .2983 to .3761 and for Model 3 from .3093 to

4047.

Assessing the Model(s)

! Information was gathered from classes 7 and 8 (N=29 and 22,
respectively) in order to assess thebuﬁefu{ness of the models.
Because the same criterion was not available for these two
classes, this assessment differs from the traditional "cross
validation" study. The instructors in these two classes were
asked to rank-order their students based on performance. The
regression models were applied to the predictor values for each
student in these classes to obtain a predicted criterion score.
These predicted criterion scores were rank-ordered and
correlated with rankings assigned by each ‘nstructor. Using
Model 2.‘the one discussed most extensively in this paper, the
correlation for class 7 was r=,524 and for class 8 re,607. Using
Model -1 and Model 3 the respective correlations were all at least

.60.

Finally we examined the use of Model 2 to predict high
achievers who might benefit from accelerated instruction and low
achievars who might benefit form remedial {nstruction, The
junior author (five classes) plus the instructor of one other
class 1dentified those students who were judged to have been
capable to benefit from an accelerated instructional experience

in statistical methods. The judgments were based on such things




as completed work, perceived maturity in quantitative methods,t:
work habits, persistence, etc., as well as on test performance.
The judgments weré made not knowing the predicted or actual SCORE
value for each student,

0f the 122 design-sample students, 11 were Jjudged to have
been capable of succeeding in an 5cce1erated course, [The junior
author had taught two such course sequences prior to 1984.] Of
these 11, nine obtained a predicted SCORE value (via Model 2)
above +1.75, [The use of a cut-off value of +1,75 was judged
reasonable, based on the junior author's use of SCORE with many
other classes.] There was one false-positive, i.e., one studenr
was empirically predicted to have been capable but was not judged
capable by the instructor. And there were two false-negatives,
[See Table 4,] With a false-positive error Judged as being more
serious, the resulting “hit-rate” was .82 (9/11)., On the other
hand, the hit-rate for predicting those students who might
benefit from some remedial experience was extremely low (less
than chance), [t appears that Model 2, at least, has reasonable
predictive validity in the sense that {t 1s potentially useful
for tdentifying those students who would be capable of benefiti~g
from an accelerated course experience, whereas model validity is

lacking for predicting remedial-instruction student candidates.

Discussion
In general one may question the repres'entativeness of
students enrolled in introductory statistical methods courses
offered by the College of Education at The University of Georgia,

The mean scores on the Graduate Record Examinations for these
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uneqﬁgfhé;ﬁqtional,ayerage. The variability in end-

1

bfcourse ~achievement scores not accounted for by the models is
< typical of, if not lower than, that found in other studies with a
similar purpose., One might hypothesize various factors that
could account for this remaining variance--e.g;, motivation,
study habits, test taking skills, academic persistance, academic
maturity, and research experience. . Lt was.assumed in this study
that a serious effort was put forth in completing the pre-
statistics inventory, and that the reported GRE scores were
correct.

Predictive measures used in the models are readily

obtainable and all contributed significantly to the obtained
predictfve acuracy. The effectiveness of each model was assesed
in three ways: (1) an adjusted R-squared value; (2) correlation
of instructor-judged rank orderings of two assesment classes
against rank orderings of predicted SCORE; -nd (3) prediction ot
those students who might be advised to enro!l in an accelerated
course, The three assessment measures were considered
"respectable"”: (1) adjusted R-squared values (after deletion of
observations fdentified as outliers and/or influential) of .376,
.376, and ,405 for Models 1 through 3, respectively;: {2) rank
correlations of about .63 (3) and a ratfo of 9 out of 11 students
Judged by {instructors as capable of benafiting from an
accelerated instructifonal experience correctly identified. Thus
of the three questions posed at the outset of the paper
concerning regression and statistics achievement, the first two

may be answered in the affirmitive and the lattter negatively for




this study.
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Table 1

Gender and Degree Program for Subjects

Design Sample ' Assessment Sample
Class(es) 1-6 ‘ 7 8
Gender
F 87 ©13 20
M 35 9 9
Degree
\ Master - 87 13 18
Specialist 7 1 0

Doctorate




le 2

jictor/Criterion Correlations, Means,

and Standard Deviations

Sl S2 S3 S4 S5 56 S7 _ GREV__GREQ GREVQ Mean SD
1.000 20.7 3.45
387 1.000 5.8 2.65
.569 .335 1.000 3.6 1.95
<422 .287 423 1,000 6.7 1,43
.289  .268 ,222  ,339 1,000 6.8 N
2364 .204  .343 474,203 1.000 3.3 1.90
»536 .279 430 <594 _ .521 .576 1.000 9.8 2.55
115,048,142 -.019 -,008 -.086 .027 1.000 516.0 98,80
527,307,538 448  ,267 .520 + 541 .003 1,000 535.2 84,10
) 488,233 427,259 168  ,263 .356  ,791 598 1.000 276200.8  72:115,17
1,355,210 ,330 328 228 417 2378 0,204 497 472 0.0 ~.08




Filteen "Best' Subsets of Size Five, Six, and Saven

SLUIUA R ADJYUSTED MYyF VARTAHELD v 1% M
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Table 4

Number of Students Predicted to Benefit from Accelerated Course

Model 2

Prealction

Yes No
Instructor Yes 9 2 11
Judgment . No 1 10 111
10 112 122

Note. Judgments/predictions are for the six

design-sample classes.




Figure 1. Frequencv histogram of SCORE.
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Figure 2. Plot of adjusted R? against sub set size. -
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VARIABLE=RSTUDENT STUDENTIZED RESIDUAL

MOMENTS

N 122 SUM WGTS 122

MEAN 0.00442784 SUM 0.540197

S$TD DEV 1.01898 VARIANCE .1.03831

SKEWNESS  -0.158568 KURTOSIS -0.0695343

uss 125.638 CSS 125.636

cv 23012.9 STD MEAN  0.Q922538

T:MEAN=O  0.0479963 PROB>|T 0.961798 -
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QUANTILES(DEF=4)
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Figure 8. Diagonal elements of the HAT matrix.

VARIABLE=H H LEVERAGE VARIABLE=H H LEVERAGE

STEM LEAF
MM 2 - MOMENTS
23
22
21
20

N 122 SUM wGTS 122

MEAN 0.0491803 SUM 6

STD DEV  0.0339644 VARIANCE 0.00115358
SKEWNESS 2.85553 KURTOSIS 12.3066

19 4 uss 0.434665 Cs§ * 0.139583

8 cv 69.0609 STD MEAN 0.00307499

17 ) T:MEAN*O " 1593937 PROB>|T ©.0001

16 SGN RANK 37515 PrOB>|S 0.0001

is _NUM -~ O 122

14 7

13 0 -
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10 3

8

67789

100% Wax  0.252143 99% 0.23877s
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2356788999 °

it ettt T S A
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~NWGANMOIDY

LOVEST 10 HIGHEST
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0.0162169( 178)  0.194024(
0.0173934( 12)  0.252143(




Figure 9. Cook's D.

VAR]ABLE =COOKD COOK’S D INFLUENCE STATISTIC VARIABLE =COOKD COOK*S D INFLUENCE STATISTIC

HISTOGRAM
MOMENTS

0.51+*
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STO DEV 0.0467903 VARIANCE 0.00218933
SKEWNESS 9.87782 wWURTOSIS 103.964
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Fipure 10. DFFITS.

DIFFERENCE IN FIT INFLUENCE

VARIABLE=DFFITS DIFFERENCE IN FIT INFLUENCE VARIABLE=DFFITS
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18 0 1 MOMENTS
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Figure 11. Covariance ratio.
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ULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 16, NUMBER 1, SPRING 1988

Some Parallels Between Predictive Discriminant
Analysis and Multiple Regression -

Dan Morris, Florida Atlantic University,
and Carl Huberty, University of Georgia

The purpose of this paper is to outline some important
similarities in, and differences between, predictive discriminant
analysis (DA) and multiple regression (MR)., The areas covered are
eskimates of model accuracy, hypothesis testing, and non-least
8quares models, Some of the parallels are well known, some are

leas well known, and some appear to have not yet been considered

at all,

It 1s well known that when (1) only two groups are involved,
(2) the two population predictor covariance matricea are assumed
equal, and (3) the two prior probabilities of group membership are
taken to be equal, the popular "minimum chi-square rule"
(Tateuoka, 1971, p. 218) associated with discriminant analysis
(DA) 18 equivalent to predicting a dichotomous criterion via

multiple regression (MR) methods and classifying a subject into

the group for which the predicted criterion is nearer the actual,




An especlally enlightening examination of this and some other
multivariate techniques from the general perspective of MR is
providedbby Flury aqd Riedwyl (1985).

However, é precaﬁtion about the equivalence of two-group
classification and multiple regression with a dichotomous
criterion is apptopriate.’ In .a two-group éituation, there is one
linear discriminant function (LDF) and there are two linear
classification functions (LCFs); an LDF and an LCF are simply
linear cdmpbeites of the predictors. It is true in a two-group
context that the regression weights are proportional to the single
set of LDF weighta, When a linear regression function (LRF) or an
DLF is used for classification purposes a cut-off criterion needs
to be determined~-with an LRF it is midway between the two valuea
by which the dichotomous criterion is coded, with an LDF 1t is
midway between the LDF means for the two groups. With the use of
LCFs, there im not cut-off per se; rather a unit is classified
into the group with which is aesociated the larger LCF score. It
turns out that the respective LCF woight differences are propor-
tional to the corresponding LDF and (ihareforo) the LRF waighta.

Input ecores for an LRF, and LDF, and and LCF arve typically
predictor variable measures. [As stated above, any of the threc
linear composite types may be used for a two-group classification

problem,] It turns out that another, still equivalent, approach




to two-group classification may be employed. Here, one uses LDF
scores for each unit as input for ah LCF; we thus have, in
essence, a single predicéor score for each unit.

When generalizing from a two-group problem to a k~group
problenm, it'is a&visable to fotget'the LRF and LDF approaches and
focus on the LCF approach, with predictor measures as input

8scores,

Estimates of Model Accuracy

Estimation of the cross-validated accuracy of the prediction
model offers similarities and differences between MR and DA
methods, In both DA and MR the researcher must decide what type
of cross-validated accuracy is of concern., For instance, is
interest in simply estimating an accuracy index parameter from the
assoclated atatistic, that 1s, estimating the index of accuracy
(R? or percent of "hitas," respectively) that would obtain in the
population from that same index in the sample, or 18 interest in
the accuracy that would obtain on application of sample optimized
weights to alternate samples from the same population? Thae
concarn in this paper will be with the latter typu of accuracy.

As in an estimate of crosy-validated R? {n MR, a Judgment of
DA "hit-rate" based on the calibration sample is optimistically
binged in reference to application to alternate samples. To
estimate a cross-validated result ig MR, another decision that
must be made is whether interest 1ig in relative accuracy, as

manifested in the correlation of Y and Y, or in absolute accuracy,




. asﬁmanifeétéd in the MSE. In either case, several formula
estimates are available (see Huberty & Mourad, 1980; Rozeboom,
1978). 1t is probable that most of the predictive uses of MR in
the behavioral sciences, such as in personnel selection, are
concerned'with relative accuracy.

Unlike in MR, the concern in predictive DA is in
classification accuracy; this is~implicit1y a concern of absolute
accuracy, A formul; estimaté fof Cross-validécad hit-rate in the
general k—grouﬁ case has largely eluded methodologists., However,
a usgeful, althéugh complicated, formula estimate f@t cro;s~
validatédvhit-fete in the two-group case was derived by MclLachlan
(1957). Accordinﬁ to that.eatimatof. the hit rate, Pg for group
g.ﬂ;here é = 1 or 2>is=
By = 1 = F(-D/2) = £(-D/2) (p - 1)/On))

+ Dl4C4p - 1) = DM/32m) + (p = L)(p - 2)/4Dn ?

+ (p = 1)(-D® + 8d(2p + 1) + 16/D}/(64mn)

+p[3d5 = 4p¥(2up + 7) + 164%(48p? - 48p = 53)

+ 192 (-8p + 15)1/(12288n%) ,
where ¥ is the standard normal distribution function i.e., F(~D/2)
18 the area to tha "laft" of -D/2, f 4s the standard normal
denaity function, D is the Mahalanobis distance, p 18 the numbar
of predictor varlables, n8 i{s the number of subjects in group g,
and m = n ¢+ n2-2. While the formula looks formidable, with

patience it is calculable with hand-held calculator., Moreover, as

the last term in the multiplier for £(-D/2) is usually very small,



one may choose to ignore it, making the formula even more
tractable., If the researcher with an orientation toward MR notes
that D2 = RZN(N—Z)/(I—R)ZnInz, then the McLachlan estimator of
cross-validated hit-rate can be obtained from the R2 resulting
from regressing the dichotomous criterion on the predictors.

One slightly "unnerving" aspect of the McLachlan estimator is
that it can yleld estimated hit-rates that are larger than those
that are estimated from the known positively biased process of
reclassifying the calibration sample (Morris & Huberty, 1986;
1987), This is unlike the case in MR where the "shrunken"
multiple correlation is necessarily less than the value of the
multiple correlation derived from the calibration sample., The
explanation for this apparent paradox batweaen methods 1s that
estimators of the cross-validated multiple correlation are
functions of the corraaponding calibration sample multiple
correlations, and are therafore guaranteed to yleld smaller values
than the sample value. In this sonse, the McLachlan hit-rate
astimator is not parallul to the MR formula estimators. While it
is an estimator of cross-validation hit-rate, it {e not a function
of the calibration sample generated hit-rate; rather, it is a
function of the Mahalanobis distance between groups, as well as
other variables, That is, it does not simply, estimate a parameter
from a function of the corresponding statistic as do the MR formula

estimators,




An alternate nonparametric approach to estimating cross-
validated hit-rate, which has a wide following in the DA
literature, is the "leave-one-out" procedure (Huberty, 1984;
Huberty & Mourad, 1980; Lachenbruch & Mickey, 1968; Mosteller &
Tukey, 1968). In this method, a subject 18 classified by applying
the rule derived from all Ss except the one being classified.

This process is repeated "round-robin"- for each subject with a
count of the overall classification accuracy used to estimate the

Lt

cross-validated accuracy.

Clearly the same "round-robin" procedure can be used to
estimate either relative or absolute accuracy in the use of MR,
and-has appeared in that context, with perhaps the earliest
reference due to Gollob (1967): "In a system intended to select
optimal MR predictor variable subsets, Allen (1971) coined the
procedure "PRESS,' and he ‘appears to be the source most often
cited in the MR literature.,

The apparent computational difficulties due to the inversion
of N matrices can be avoided in both MR and DA by using a matrix
identity due to Bartlett (1951). This identity is cited an used
explicitly in introducing the tachnique in tha DA context by

Lachenbruch and Mickey (1968), but wae not mentionad by Allen in

the first introduction of PRESS (1971) nor in its presentation in

a later text (Allen & Cady, 1982, p. 234), although the same

identity was implicitly used. Moreover, Allen doesn't cite the DA




literature and the parallel application of the PRESS procedure.
It appears that this resampling process was "invented"
independently in the MR and DA literatures.

Full vs. Restricted Model Hypothesis Testing

A technique that is well known and Widely used by MR
researchers is that of ﬁypothesis testing thréugh contrasting full
and restricted prediction models. The power of this method, its
generality, and its applicability to a XEEX wide arena of
theoretical questions in science is no doubt part of the reason
for the establishment of the MLRSIG within AERA.

The same types of model contrast "explanatory increment"
questions can be asked and seem to be of just as much potential
intereat when the criterion 1s classification accuracy. However,
we know of no examples of this technique being used in the
literature., There seems to be no reason not to test the
difference in proportion of correct classifications (hit-rate)
between full and restricted models to examine meaningful

hypothesos, just as is done using the R2

in MR, The appropriate
test atatistic is McNemar's (1947) contrast between correlated
proportions. Moreover, as the index, "I," of increase in
classificatlon accuracy ovaer chance (see Huberty, 1984, p. 168) is
distributed similarly, it becomes apparent that such a test would
also be applicable to that statistic. .

An example of such a test from a study in which the

subsequent high-school dropout of a sample of 76 children was




predicted from data available in fifth grade will now be
presented. The six predictor variables were gender, race (two
levels), number of elementary schools in which the child had been
a student, the number of grades che child had repeated, the family
structure (liying with both)parents, or noc), and the child's
total number of fifth grade absences. As e have evidence of the
relationship between boch gender and race and the criterion of
high-school drop-out,)tbe‘hypotheeis to be tested concerned the
significance of the incremenc to classification accuracy afforded
by adding the four "non-organiamic" variables (number of
elementary schoola, number of gtades repeated family structure,

and the COtal number of fifth grada absences) to the prediccion

PRI -

model containing only gender and race. Qiaeaifying the
calibration aampie. the proportion o£ ccrrect classifications for
the total model was 75% and for the model inelnding only gender
and race ic was 65%. A 2x2 tabie illusttating the numbon of hits
and misdes for both modeln‘in:
All Predictors
MISS  HIT
Cender and Race HIT 9 39
M1S8 10 18
The test statistic, z = 1,73, would typically be considered
non-gignificant (P = ,08) and therefore offers no evidence that
these other variables add to the classification accuracy afforded

by just the demographics of race and gender,




Parallels 10

While no significance tests were applied, the classification

accuracles (again, derived from classifying the calibration
sample) obtained with two other subsets of Predictor variables are

of some interest, The point of interest 1s that the

classification accuracles for these two three predictor variable

models (number of elementary schools, number of repeats, and

family structure, 79%; number of elementary schools, number of

repeats, and number of absences, 792) were each greater than for

the total six variable predictor model. Thus, unlike the multiple

correlation coefficient in MR, even with'non-croas-validated
"internal" estimates of classification hit-rate, accuracy does not
necessarily monotonically increase ag one adds predictor

varlables. A different perspective concerning contrasting reduced

and full model predictor variable subsetsg may therefore be
neceasary for DA applications, -

One may argue, howaver, that the cross-validated estimate of
accuracy should be ugad in any case. An illustration of the
impact that using a cross-validated estimator might have ig that
the leave-one-out estimator for the hit rates iavolved in the
hypothests tested above ware 64% for the full 8ix-variable model,
and 49% for the three variable model, with a resulting test

statistic of z = 2,45, which 18, of course, s%gnificant at the .02

level,




Non-Least Squares Models

Non-least-squares prediction strategies, particularly ridge
regression, have received a great deal of attention in the MR
literature (e.g., Darlington, 1978; Morris, 1982, 1982; Pagel &
Lunneborg, 1985; Rozeboom,:1979), and some attention in DA
(Campbell, 1980; DiPillo, 1976, 1977, 19?9). As the benefit to
predictive accuracy of such methods is a function of whether the
context is velative or absolute accuracy, the results for DA tend
to be a subset of those for MR. They appear to be largely
parallel to the case of absolute accuracy in the MR case (Morris &
Huberty, 1987); enhanced predictive accuracy is available under
certain limited circumstances, however, reductions in accuracy are
Just as likely to occur without an‘informed decision about when to
use the technique. Ridge methods are far from the panacea that
they have been purported to be for either the MR or DA case. A
suggested mathod for choosing between alternate predictor
weighting algorithms, including ridge and loast aquares, has buen
presented for thae DA case by Morris and Huberty (1987), and for
the MR case by Morris (1986). Computer programs for both analysls

types are available at no charge from:

John D. Morris

Institute for Research and Development in Teacher Education
College of Education

Florida Atlantic University

Boca Raton, FL 33431
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Abstract

:n yoear study of salary differential by sex was completed,

W a multiple regression methodology, with rank, discipline,

-an, yoars in department, years in current. rank and sex as

lictors, foousing on the chaonge in the value of the mex

(nble. The sex variable evidenoed lower sularinsg for women

1 sontrolling for the other variables throughout. the study

i for both proposed and actual salaries from $341 iIn 1970 .79

wosex] salary) Lo $1675 for 1881-82 (actual salary) Lo $504

1986-87 (proposod salary). This apparent drop in

:rimination by sex in salary at each rank was accompanied by

-gnoind differences in pay. The chandge is in the direction of ‘
cket adjustmentis, ” i.e., payiog lower salaries to those in E
:iplines with higher proportions of women.
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i

In a study of 1977-78 faculty salaries at the University (f
North Dakota (UND), using a regression approacb,'Marbin and |
Williams (1978) found that women were underpaid‘$561 (in terms; of
the redression coefficient), on the averaée, taking into account
a large number of variables. In that the ensuing years were
supposied to be a time for eroding away sex discrimination, it wag
quite surprising that Anderson (i986) showed that. the discrepmﬁa
in 1985-86 actual salaries may have become as lafge as $4619 af;-
the same institution; :

Subsequently, all UND faculty salary data for all years frop

1977-78 to 1986-87 have been secured; these data are from publi;*

accasn files and thus contain nd confidential information. Thei

actual data are for nine combléte yeoars wherein the previous .

salary is given and the proposed salary for the following year

listed. , Since it would be highly unusual for obvlous, direoct-.
disorimination to take place without deteotion, the ponaibili£

of a socondary impact of disorimination ls uxunldmi. If, for
o o

givan yaar, mex differences inorewasse from proposed to actual

salacles, it is important to doocument this prooess. The i

advant.age of a long term data set (actual salaries from 1977-fp

. g
to 1985-868 and proposed salaries from 1978-79 to 1U86-87) is Lh

changes in the compomition of the faculty can be monitored as

wall. One possibility is that arrivals and departures from the

faculty may have devastating effects on sex digcriwmination

measures. Other possibilities could be examined as well. The

particulars of either the data set. and/or the variables used

92




could have a major impact on outcomes. One cannot count. out .a
priori another period of sex inequity in salary structure, though
such inequity would of necessity be more subtle. First however,

the particulars of the data should be addressed.

Obstacles to Salary Diécrimination Research

Obtaining the data sets ‘for‘a'nalysis was a major obstacle in
this study. Originaliy, Anderson’s (1986) data was to be
reanalyzed. She was agreeable to this, and the UND Vice
President for Academic Affairs provided strong encour;:gement.
Howover, .becausa the Anderson data set was generated under the
auspicaes of the university’s Office of Inst.it;htiona] Research,
the opinion of the university legal counsel was that her data
should not be made available to outside researchers (despito the
first: author’s beind at that institution and having served on
Anderson’s doctoral comsittee!). Thus, the investigation was
pussible only through the use of public documents; all UND salary
data (rince at loast 19268) are available at the university
library. These data were sevured for the academio years 197887
(the yooars following the stwlios by Martin amd Willlams, 1978,
1979). The quality of thewe salary data was shocking to these
rosaarchers. For some yoars sovoral pages were missing, thouth
those omissions were to sowe degree rectifisble. More important
wure obvious mistakes—-wistakes Lhot became appavent only as the

data net was constructed. In several cases (perhaps 2—5:)




,qubquuont salary dala suggested that earlier salary data Werres

‘incorrenct.: For example, a person’s salary history might read:

Prouposed Salary Last Year Salacy Increase
197879 22000 21000 ' 1000
1979-80 11500 22000 1000
1980-81 24000 23000

1000

This kind of “mistake” occurred when someone was on leave;

Lhe
last year’s salary for 1979—80 was actually a hypothetical

salary, but was entered into salary hlqtory Thn "mistake” show,

here was a loglcal one; less log1va1 or acbual errors (perhap;

due to the faoulfy member’s negotiatxng a higber uulnry) al

&

50

ocenrred, but became known only in the next yYear's budget. Thus,

the proposed salary fiaures includa persone who negotiated hinh(r
salnriey than were budgebed and also lnuludﬁ those who resigned
and didn t actually reoeive a salary QQQ taculyx member:
usually don’t ahnw up at all 1q‘th9 prdpoged,ualury flgures foc
their Cirst year. In that ﬁénﬁo, qotugl salaty dala ls known

(insofar as the public documents are conoernml) ouly a year e

lator,

Choice of Varlables
Tho chulce of varlables in salary equity stulles ig )
parliculacly fwportant; nome variablen such ay noademia rank hnvg
baen viewed as blased theaselves (S8aott, 1977). She proforeed
swaller set. of variables that, from o practical point of view,

tead to show more discrimination. The choice of variabley is

somewhat (if not wholly) political--and the choice of variables




surely influences Lhe interpretation. For example, using a
different selection of variables (including Scott’s) Anderson
(1886) found coefficients for sex favoring males from $1883 to
$4619 for the 1985-86 actual salaries.

The original point of view for the present study was Lo
incorporate variables similar to those used in Martin and
Williams (1978), but deleting variables that had “suspect”
outcomes. By "suspect” outcome is meant that; ﬁhe direction of
the outcome for that variable is counter-intuitive; for example,
that study found that serving on committees had a negat.ive
partial effect on salaries. Though different interpretations are
pussible, these sorts of variables may also incorporate sex
inequity differences--in Tact, women did have a higher tendency
to serve on cosmittees (Williams, 1978)--and inclhuding t:hes;e
varinbles helped cover owver -erx differonces. Hence, committeo
mombocship was wot Included in the present analysisg. Also,
tenching in a graduate program had a yodative impact. on salary
(Martin & Williame, 1978), an outcome that was Quunter-intuitive
ot will as oounter-productive from # university’s point of viaw.
Publication information and toacher rating informat.ion are no
longer available due to privacy considerations, and teacher
rating i{aformation Ils no longer uniform as well, The variable:s

finnlly selected are found in Table 1.




_TABLE 1.

Variables Included in the Regression Analysis
Regarding Rquity Adjustments to Salaries at
the University of North Dakota

Degree Held
Doctorate
Bachelors/Professional
(Masters, zero coded)

Years in Department

Sex
Male = 1
Female = 0

Rank
Professor
Associate Professor = = .. .
Assistant Professor ,
(Instructor, zero coded) . '

Years in Current Rank .. .« . o
Years in vank Professor
Years in rank Asscoiate Prufessor
Years in rank Assistant Protossor
. , Years in rank Instruotor

Discipline i
(HEGIS Taxonomy)
Biology
Business
Communication
Computer Soience
Eduocation
Kngincoaring
Fine Arts
Hoalth Prufessions
Languagdes and Humanlties
Library Soience
Mathematios
Physical Soviences arl Aviation
Paychology
Political Science
Home Econowics
Law
(Social Sclences, zero coded)




For the years 1978-79 through 1986-87 both proposed and
aclual previous salaries were used as criteria, using yoar
appropriate data. In the case of promotion the raok would be one
rank lower for proposed salary but is correct tor actual salary.
Table 2 gives results for the regression coeflicient:;, F value,
and biserial correlation fo:Asex (with salary) along with R and
the proportion of women for éach year, in both.the proposed and
actual buddget. . .

TABLE 2

Regfessinn Coefficients, F Values, Biserial
Correlations, R and Proportion of Women with
Proposed and Actual Salaries

roposed Aclun]
Point ' Point. ,
- Rey. Bisl. Prop, Reg. Bisl. Prop,
Coef(. E___Corr..__R___Women Coeff, F Corr._ R _Wowen
381,03 1.57 .26 .913 ,145 537. 8% 2.71 .267 .870 158
J41.07 .80 .27% .849 .163 731.11 4.80 ,286 .886 156
689,12 2,62 .338 .854 .18% 530.45 2.09 .313 .894 .189

572,27 1.86 .273 .840 175 1250.23 6.27 .278 .842 ,1%9
1351.95 6.28 .317 .838 .183 1674.58° 10.35 .320 .8%0 .17y
1542.32 7.96 .341 .848 186 1007.74 3.91 .334 .861 .18%
1293.57 6.%56 .340 .836 .18%5 1362.68 5.36 .320 .834 .174
1110.44 4.19 .328 .841 .188 739. 51 1.42 .286 .865 .190
849.70 2,23 .368 .861 .195 ' 747.11 1.60 .375 .862 200
504,12 .74, .392 .861 .211

‘ron Mort.io and Williame (1978)

o s use e . - o - -

Table 2 ylelds some interesting ouloomes. The actual awound
of ineguity by sex often exceeded the projected lnequity by gex;
alno, the inequily by sox appeared Lo peak in Lhe early 1980’y ,
(in torms of the regression coefficieant for.sex). and has
appearod to drop to only about $140 higher than projected for
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1977-78. However, the point biserial correlation has gone up

considerably, indicating that real differences in mean salavies

have sharply increased. It is useful to address salary

differences by rank as shown in Table 3. The number of persons

i ospsipis S i

at each rank by sex are shown in Table 4.

TABLE 3

Mean Salarius hy Sex and Rank for Projected
and Actual Salaries, 1977--1987

i T T

T T T T T T T Proposed Actunl
lnst.  AsstP_ AscP__ Prof  Total _ Inst. Asustl Ascl __Prof_ _ Tot

977-78% ) .
F 14606 17283 21389 16954 12883 15001 17143 21866 16!
M 15524 18151 22164 19040 13085 15518.. 18263 22277 197
978 79 :

F 13395 15292 18002 23185 17008 13330 15180w 18040 22786 17.
M 14200 18370 19259 23335 20045 14158 16189 19275 23567 20
1979 -80 . E . .

F 12813 15881 19422 24306 17286 13124 16109 18662 243893 18
M 15027 17207 203594 24951 21461 14400 16964 20403 25510 2L

196081 PR
F 14648 16047 20148 25957 19420 16158 18500 22014 26210 21
¥ 18809 18512 21921 26868 23001 16683 20585 23318 28646 25
4

1981--82 :
F 18112 20790 24316 29064 22787 16686 20271 24084 28141 22
M 21860 22438 26243 31896 27581 21864 22727 260358 31608 27

1968283
F 17997 20535 24901 27901 22906 17997 20390 24923 28922 2¢
M 21089 23243 27140 33183 28586 22172 23338 28710 32813 2¢

198384

¥ 19272 20090 28229 20325 23335 19194 20098 24490 27727 20
M 21030 24190 27142 33000 28814 20294 23080 26650 32451 21
1904-85 A .
F 18393 21051 24952 27948 23275 17658 24255« 24663 27540 520
21013 23245 26850 32568 28650 22943 23118 28341 32806 2t

4

M
1985 86
F 215%6 22887 28083 31934 25997 242603 23127 26091 32116
) M 23814 28848 29960 36743 32410 24380 28715 29677 36400 ¥
986--87
¢ 21922 24147 28084 34132 26819
M 25202 27882 31134 38046 33788

*Taken from Mart.in and Williams (1978)
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TABLE 4

Number of Persons at Each Rank by bHex

wnﬂﬁfoposed

14 20 6 40 9 15
64 107 98 269 2 57
18 24 -7 598 5 20
59 125 110 302 7 47
27 22 7 69 9 22
59 125 114 304 3 45
21 25 11 6% 1 22
61 125 115 306 H 43
29 24 9 70 5 21
57 124 121 313 8 50
27 30 8 71 6 24
85 113 123 310 9 52
26 30 10 74 7 "7
62 122 134 327 5 46
23 29 11 73 11 18
i1} 114 130 317 3 40
724 30 10 76 ] 19
54 111 140 309 1 39
27 30 9 80

A8 108 140 299

s from Martlin and Williaws (1978)

s ¢

information (that is, info

docunents),

tha

recont. available year.

o e ot 0n <

T Actunl
AsatP. AscP  Prof _ Total Inst_ _ AsstP__AscP__ Drof _ Tolal

24
126

21
124

25
125

22
117

29
111

30
11hH

28
111

29
108

3%
101

e s B o S ot g e &S

While there are somo'dirficultinnvduu to probable

varlier years in the study, they are far mor

jt. soems clear that if women.werﬂ

rmation done from the public

8 né
114 299
8 H4
115 293
11 67
115 284
9 54
121 286
8 63
121 290
10 70
133 309
11 63
138 300
10 68
139 290
9 69
136 277
misaing

“underranked” for

e so for the most

Using projected data for 1977-78,
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women or 15% are protessors, as compared to 98 of 269 men or
36.43%. For 1986-87, 9 of 80 women or 11.24% are proféssorn, As
compared to 140 of 299 men or 46.82%. For those who mjéhh have
hoped that these sorts of differences would dissipate during a
period of supposed redressing of inequity, £hese outcomes conljey
the dashing of those hopes. Further, salﬁry differences by sox
within ranks favored men by approximately $800 at each rank for
projected 1977-78, compared to 1986-8 ptojected data where ‘
differences are iu the rande of $3000-$4000 at. each rauk, whi]ey
salaries increased by only about $10000 for women and $13700 for
wen during the interim. This latier finding,is)particulurly
anomalous, congidering the changes in the coefficient for sex
(gender) shown in Table 2; it can be recalled that discriminaL{Ln
costy to women appeared to have reduced almost back to 1977—785
lovels, after going much higher inm the early 1980°s.

Yot a differsant interpretation would be obtained from
viaewing the two-way ANOVA outcouéa, nuduaﬂtinakit would be
worthwhile to inspuct changes Lo other variables la the
roagrounton analysis. Rather than attempt to diva the enlirety bl
the sols of rogrogsion analyses shown in Tablo 2, threu analysﬁs
investigated are disoussed. Table 8 rocords these analyses: the
proposed salaries for 1978-79 and 1986-87 and tho actual salarie:
from 1981-82. Thesu years were chosen bhacause they show the
minimum effect for sex (proposed, 1978-79), maximum effect for

sox (actual, 1981-82) and most recent outcowme (propoused,

1986 87).



Regression Analyses for T
{Proposed 1978-79, Actual 1981

TABLE 5

hree Selecloed Years
-82 and Proposed 1986-87)

Tablq 5 is clearly complex;

violale that complexity.

16325.76 "' 150.00

P'roposed Actual Proposed
1978--79 1981--82 1986--87
ReH. Red. Red.

& Coeff. ) Cueff. ¥ _Coeff. __F_
Held

ate 802.08 6.18 1126.71 5.95 522.04 4.72
ors/Prof. 1377.13 .2.11 1680.21 1.561 3001.00 1.16
n Dept. -93.91 8.17 ~-106. 51 $5.93 -111.27 5.60
1le=1, Female=0) 341.07 .80 1674.50 10.35 504.12 .74
isor 9999.24 134.02 $147.24 24.44 15884.11 64. 54
Ltate Profuessor 5642, 34 50.87 2883.28 3.27 9725.70 26.68
tant Profossor 2188.97 7.62 241. 56 .02 6045. 03 10,28
in Current Rank

sgor 197.58 17.17 374.05 32.63 433.98 39.67
iate Profassor 1%9.98 7.93 332.686 19.53 313.60 15.54
rant Profonsor 266, 48 12.73 277.91 $.70 192.64 2.5%4
uator 157.60 .88 -949.04 2.32 874.97 1.61
dine (HEGIS)

Wy -869. 94 1.42 38.13° .00 -392. 59 12
UL . 1603. 18 8.41 4059.71 21.31.  6312.41 50. 86
micationn $33.33 .20 -633.56 ' .16

itor 8olonoe 2410. 42 3.7 3643, 04 5.20 10927.30 38.99
wion 6$33. 561 1.12 2469.74 9.08 1107. 34 1.458
woring 392.07 .40 4773.0% 21.36 0810.45  45.00
ArtH -1220.63 3.062 1162.12 1.41 ~437.15 .20
th Prof. ~1794.86 3.26 3401.56 5,37 1417.81  1.10
. ardd Huo, -761. 19 2.1 " 571.01 .45 -48. 01 .00
ary Salenae 1850. 55 1.80 3441.30 3.01 5352, 24 3.37
emation 392.65 .28 1360.66 1.36 104.04 .01
Sai. and Avtn. -47.98 .01 3011.09 11.84 4032.67 21.87
holody 760. 22 1.04 735.67 . 4% $33.17 =~ .18
tical Scivnce 261.69 .09 2007. 186 3.37 2486. 40 2.74
: Beonomien 866.17 .56 2078.12 1.59 ~176.89 01

8205. 57 97.43 15109.78 153.488

gimplistic interpretations would
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made. The importance of discipline (HEGIS calegory) in salary
becomes quite clear. Recent major gainers arc computer scieace
(up nimost. $7300, compared to social sciences, since 1981-82),
business (with larde comparative increases for the last Lwo
reported years), engineering (up more than $4000 from 1978-79 to
1981 -82, and an additional $2000 for 1986-87), library science
(up $1600 for 1981-82, and an additional $1900 for 1986-87) and
political science (up $1750 for 1981-82 and an additional $500
for 1986-87). What is not apparent in the data is that lhese :;
disciplines have higher proportions of males than do those whose
¢limbs (vis-a-vis the social sciences which have o higher
propurt:un of females) are not. as marked. In the year 1985 86 in
particular, an int.ernal study nllowed larde indlvidual devxutiuns

in salacy based on “market” considﬂrahions. Those market

41
KB

aonsldarationg were achioved by comparlog galarios in various .«
calogories to a regional averago. Dapartmenty waro comparexl Luw
Lhe monn of similar departments within that rogional study wiLh
the intont of ralsiog salaries Lo near the regional averuauu.(;
This study, though of conaidoerable importance in detoermining
gnlaries, was not denorally dlgseminated; within a colledo,
resul La for affected deapartuont.a might: be known, tut, the uvuru{]
tuxture for the universlity wag not. known. Ona onte in point Qns
fho “statistics” depasrtment. Since the Univurnlhy of North
Dékuuu has the only such grouping in tho reglion, this dapartmenl

was axactly at. the norm and thus needed no ad justwent. The

fallibility of the other data can only be con joctured ---the data
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Nevertheless, on the

wore never made available for analysis.
basis of these data, one department in part.iculac was the
recipient of a windfall-—-political science (in the college of
business). This department’s salary changes from 1984-8% to

1985 86 included one individual .going from $25975 Lo $37000 (a
$11025H or 42.44% inurease), while another went from $2645%0 to
$37200 (a $10750 or 40.64% 1ncrease) The remaining five facully
received increases of $2120 Lo $63980 (8.37% to 20. 5%2%); the wmemm
incraase within the unlverﬂiby ovarall was 11.4%. These changes
werer i muJor gouree of intcrnal departmental disagreement., that
aventunlly saw one favulry member moving to another department in
ﬁhﬂ university, and newspaper articles on these increases in both
the local and studeni newspapers. l.ast in all of this is thal
thenu #o-valled "mavket ad justments” helped validato even larger
diftorences in pay between men and women, though additional
loners ware hoth wen and women in tho disciplines Lhat had lavgor
proportions of women than the unlvernity avorago. Ronda Lo the
codranglog of ianquity had beon ciroumvented in two ways--tho
mwmn.mUuMmmmufawwmlmd0(MmﬂmMMthmuﬂmmﬂﬂ.umlthmu
tnoully in dopartaonty racolving loss favorable troatment could
blame thelr Lroatuoent at hmnhxmrhhﬂly(unLhnh~hhﬂm(
proportion of women.

Redeassing fusquity due Lo gny cause (includiog gender based

L]
ftuequity) would seoem nol. Lo be purl. of the jnwediste future at

tho University of North Dakota. Preliminary budget:s for the
1987 89 biennium include pay increases totaling 24 for the entire
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preriod, with thal rais'e"to come in 1988-89. Kven thig modest.

increase might still be eliminated; even worse, cutbacks in

facully and/or salaries are possible due to the financial woes of

the state, which is largely dependent on two industries,

agriculture and fossil fuels, both suffering in the Present.

financial arena.

Commenls on Choosiug Variables Investigaling
Gender Bias in Salary

Scott (1977) suddest.ed using a small number of variahle

ek
s,

not. including rank, in addressing possible sex bins.  Her choin

of nob inuluding'rankkﬁéé based upon rank’s beim! a
“"contaminated” vabiublﬁ.rthnt fg; rank itself is acéorded in oW
gendor nonmnuuhrhi wﬁy.j‘Tﬂa ﬁrasent study has Qsedvrank as o
variable; perhaps to some degreeo, ;vﬁn'to a large dedgree, Scott
in correat. in her assection thﬁtktank is gender inequitable-
suruly the data on rank by sex lﬁ Table 4 would be more
support.ive than uoubrndidtivo of hﬁr view. However, rank does
have oredenos wlithin nbunivorulty votting, and iLs exclusion from

contidaration mlght. ronder studies lews acceptable in terms of

redrngging lnequity.

The prooess of choosing vnflahles is a poulitical act; ’
oubcomos will bo at loast partially determlned by the inclusion
or exclusion of glven variables. Ganerally speaking, the

inclusion of more variabley will tend to reduce the impact of a.

given variable (such as sox). not. shown here, each
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mnalyuis shown in Table 2 was duplicated for each rank uniﬂﬁ #

secomnd degree term incorporating a quadratic regression for years
i rank. Initially it was felt thal. a quadralic trend might
possibly be oceurring at the associate professor level and lower,
the: Lhinking being that those who failed to be promoted to the
next. rank might experience nedative effects in redard to their
salaries. While some second dégree trends did exist. for the
dala, almost without exception there were corresponding drops in
the sizes of the coefficients for sex; one interprelation of thic
oukcome is that for the lower ranks, women stay in a rank longer
thon men (this could be another result of possible
disurimination), whereas at the professor rank mon are in rank
longer than woﬁen (obviously, i€ Lhey g&t thare sommer, thoy’l]
be thore londer). Addressing inequity, whether duu to gendor
reluled reasons or to some olhaer cause, is a gublle process;
difforont persons (whether researchers or nobt) will nol utdan
aeaa on tho meanlog of jnequity or discrimination. Tho limits
of rogresslon an a Lechnlque for doLecminlng Inoquity should Lo
aspporent..  If tho rosearcher/activist is diligent i the choice
of variables, he/she will be able to bettor show “what lg. "
Howaver, regrension tells us nothing about “what should be.”  Too
ofton, we mlnlnturppob “what ls” for “what, should be.” The

formor (what ig) cau

bo, to some degree, determined, depending on
Lhe ingfenuity of the researcher in choosing yariables. The
IatLor (whal, should be) is froughl with parsonal meanings likely

Lo Jiflfer for different individuals although consensus may
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Multivariate Analysis Versus

Multiple Univarliate Analyses

The analyses discussed in this paper are those used in
research situations where analysis of variance techniques are
called for. These analyses are used to study the effects of‘
Wtreatment" variables on outcome variables (in ex post facto
well as experimental studies). With a single outcome variablr
we speak of univariate analysis of variance (ANOVA); with f
multiple outcgggyvariables it is multivariate analysis of
variance (MANOVA). |

With multiple outcome variables, the typical analysis
cpproach used in the group-comparison context, at least in
behavioral sciences, is to either: (1) conduct multiple
ANOVAs, or (2) conduct a MANOVA followed by multiple ANOVAs
The thesis of the current author is that the latter approac
seldom appropriacc, and the former opproach“lﬁ appropriate
in some special situations. The purpose of this paper is t
provide a rationale for the stated/thelil, and to present ;n

argument for a truly multivariate analysis, when appropriat

Type I Error Protection

An argument often given for conducting a MANOVA, as a

preliminary to multiple ANOVAs, is to "control for Type I érg‘"

probability" (see, e.g., Leary & Altmaier, 1980). The
rationale typically given is that if the MANOVA yields
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significance, then one has a "license" to carry out the
multiple ANOVAs, with the data interpretation being based on
the results of the ANOVAs. It may be intuitively appealing to
conclude that one would incorrectly reject a null ANOVA
hypothesis less frequently if the null MANOVA hypothesis is
initially rejected than if the latter were not rejected. This
is the notion of a "protected (ANOVA) F test" (Bock, 1975,

p. 422), an extension of Fisher's protected t test idea as
applied to the study of contrasts in an ANOVA context.

If a researcher has a legitimate reason for testing
univariate hypotheses, then he/she might consider either of two
testing procedures. - One is a .simultaneous test procedure
(STP) advbcated by Bird and Hadzi-Pavlovic (1983) and
programmed by O'Grady {1986). For the STP, as applied to the
current MANOVA-ANOVAs context, the referent distribution for
the ANOVA F values would be based on the MANOVA test statistic
used. Bird and Hadzi-Pavlovic (1983, p. 168), however, point
out that for the current context, the overall MANOVA test is
not really a necessary prerequisite to simultanaocus ANOVAs.
Ryan (1980) makes the same point for the ANOVA-contrasts
‘context. These two contexts may be combined to a
MANOVA-ANOVAs-contrasts context in which it would be reasonable

to go directly to the study of univariate group contrasts, if
univariate hypotheses are the main conqern (see next section.)

A second procedure for testing univariate hypotheses is to

employ the usual univariate test statistics with a Bonferroni

adjustment to the overall Type 1 error probability. How
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woverall" is defined is somewhat arbitrary. It could mean th

probability of committing a Type I error across all tests

conducted on the given data set. Or, it could mean the Type I
i

error probability assoclated with an individual outcome !
variable when univariate questions are being studied. whateVe;
the choice (which can be a personal one, and one that is o
numerically nonconventional!l), some error*éplitting seems véiy
reasonable. Assuming that Type I error pibbability for eacﬁ&ir
a set of m tests is constant, the alpha level for a given tégt
may be determined by using either of two appfoaches. One ‘
approach is to use the additive Bonferroni inequality: for m
tests, the alpha level for each test is given by the overali
alpha level divided by m. A second approach'is to use a
multiplicative inequality: for m tests, the alpha level fogi
each test is found by taking one minus the mth ‘root of the '
complement of the overall alpha level. [See Games (1977).1
The per-test alphas--constant across the m tests--found usigg
the two approaches are, for most practical purposes, the same.
Therefore, the simpler of the two approaches, namely the fi;st
one, is roecommended when multiple tests are conducted.

In nearly all instances, outcome variables arc
interrelated. Thus, the ANOVA F tests are not independent;
furthermore, contrast tests for individual outcome variables
may not be independent. This lack of independence does not,
however, present difficulties in determining the per-test
alpha level to use. That this is the case may be seen by the
following double inequality:

“overall alpha < 1 - (l-test alpha)m < m e+ test alpha.
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It turns out that when conducting m tests, each at a
constant alpha level, a considerably larger overall alpha level
results. For example, 6 tests, each conducted using an alpha
level of .05, yield an overall alpha level of .30 using the
additive inequality, and about .26 using the multiplicative
inequality (the middle of the double inequality above). The
above double inequality ignores the extent of the outcome
variable jntercorrelations. If r is the constant correlation
between all pairs of outcome variables, then the overall alpha
jevel is approximately (Bird, 1975, p. 346)

1 - r2(1 - test alpha) - (1 - rz) (1 - test alpha)m.
Again, for 6 tests, each at an alpha level of .05, and a
constant bi-variable correlation of .30, the overall alpha
level is about .25.

while adjusting the individual test alphas in conducting
multiple tests addresses the Type I error protection problem, a
potential related problem emerges. For m tests and a test
alpha equal to (1/m)th of the overall alpha, the statistical
power of the multiple tests may be a concern if m is "large."
One way of obtaining reagonable power values is to use an
adequate sample nizel Thus, in designing studies that
incorporate multiple outcome variables, the gample
size-to-variablé ratio is an important consideration. The use

of a liberal overall alpha is recommended; something like .20,

L]
or even higher in some situations. This whole lssue becomes

much more involved when group contrasts are studied for each

outcome variable. Sound planning, good judgment, and

reasonableness are clearly called for.
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. empirical support in at least a MANOVA-ANOVAS context--the

. . .Merely conducting.a MANOVA;:

obtaining significance atisom
level, and then conducting mpltiple,ANOVAs,_each‘atia |
conventional significance level, is hardly "controlling for::
Type I error probability." The notion that one completely |
controls for Type I error probability by first .conducting aﬁ

overall MANOVA or ANOVA is open to question (Bird &

Hadzi-Pavlovic, 1983; Bray & Maxwell, 1982, p. 343; Ryan, 1980

since the alpha value for each follow-up test would be less:
than or equal to the alpha employed for the overall test only
when the overall null hypothesis is true. (See, also,

wi;kinson, 1975.) - This notion does not have convincing

g

& i

, Hummel and $ligo (1971) and Hummel and Johnston (1986) studies

notwithstanding. Sy

When Multiple Univariate Analyses?

One situation in which multiple univariate analyses miéht
be appropriate is as a means of screening outcome variables
prior to a MANOVA. It bohooves the rescarcher to screen ou;
non-functional variables at the outset for varlous reasons;kto
enhance parsimony, to enhance ostimated predictive accuracy;it<
abate collinearity, and so forth. Suppose a researcher has 15
sets of unimodally distributed outcome measures. A reasonable
first analysis step would be to conduct 15 ANOVAs. A

rule-of~-thumb that seems appropriate is to delete any vari;ble




m further analysis if the assocliated ANOVA F-value is less
n 1.00. In a two-factor design this rule would pertain to
"all-effects" test--the test of thé equality of all design
1 population means. A rationale for this rule is that such
F-value implies that the variable is contributing nothing
"noise" to the analysis., [An F-value of unity is_
iivalent to an eta-squared value of dfh /(dfh + dfe).l
A second situation that would call for the use of multiple
variate analyses is when the outcome variables are
nceptually independent" (Biskin, 1980). [This is the
ithesis of a situation involving a variable system, a notion
cussed in the next éection.] In such a situation one would
interested in how a treatment variable affects gach of the
come variables. Here, there would be no interest in seeking
linear combination of the outcome variables; an underlying
nstruct" is of no concern. In particular, an underlying
struct would perhaps be of little interest when each outcome
Llable is from a different domain., Dossey (1976), for
mple, studied the effects of three treatment variables
-aching Strategy, Exemplification, Student Ability) on four
come variables: Algebra Disjunctive Concept Attainment,
moetric Disjunctive Concept Attainment, Exclusive Disjunctive
wcept Attainment, and Inclusive Disjunctive Concept
alnment. Considering these outcome variables as
wceptually independent, four three-way ANOVAs‘were conducted.
The third situation in which multiple univariate analyses

tht be appropriate is when the research being conducted 1is




exploratory in nature. Such situations would exist when "newJ
treatment and outcome variables are being studied, and the v |
effects of the former on the latter are being investigated so
as to reach some tentative, nonconfirmatory conclusions. 'Thig
approach might be of greater interest in status studies, as—nkl
opposed to true experimental studies. L
In the two latter situations it ﬁight be argued (via the
"protected-test" argument) that the multiple tests on the |
individual outcome variables should be preceded by a MANOVA.:
As mentioned above, however, this is not necessary. 1If tests
on individual outcome variables are the tests of basic e
‘intereét, then going directly to the univariate analyses would
seem reasonable. One can employ a simulganeous test proceduré‘
by referring to a MANOVA test statistic (with or without a.u
Bonferroni adjustment), or multiple univariate analyses by;ua: 
referring to a univariate test statistic with a Bonferroni:ﬁ'}
adjustment. : : ﬁ@;?
A fourth situation in which multiple univariate analysesf:

may be appropriate is when some or all of the outcome variaﬂl?f
under current study have beon previously studied in univariat;
contexts. 1In this caso separate univariate analysis results :
can be obtainod for comparison purposes, in addition to a.s®
multivariate analysis if the latter is appropriate and 5
desirable. : : : T
A fifth situation calling for multiple univariate analyse

is where a researcher characteristic is considered. The

researcher characteristic is a lack of understanding of, and/o




ippreciation for, multivariate methods. A lack of training and -
»xperience in multivariate methods may very well account for

rhe lack of understanding/appreciation. Attempting to use

analysis procedures with inadequate understanding is futile

indeed. One possible solution to the lack-of-understanding

problem (for non-dissertation research) is to contact a

knowledgeable methodologist,istimulate his/her interest in the

topic being investigated, offer him/her co-authorship, and

complete the collaboration.

Finally, there is an evaluation design situation in which
multiple univariate analyses might be conducted. This is when
some evidence is needed to show that two or more groups of
units are "equivalent" with respect to a number of descriptors.
These analyses might be qonsidered in an in situ design for the
purpose of a comparative evaluation of a project. In this
situation evidence of comparability may be obtained via
multiple informal ("eye-ball") tests, or formal statistical
tests.

Some B8ix situations are presented that would seem
appropriate for multiple univariate analyses., Multiple
univariate analyses might be conducted: (1) to screen outcome
variables prior to a multivariate analysis; (2) to study the

offects of some treatmont variable(s) on conceptually

independent outcome variables; (3) to explore new
treatment-outcome variable bivariate relationships; (4) to
re-examine bivariate relationships within a multivariate
context; (5) when a researcher is multivari;tely naive; and

(6) to select a "comparison" group in designing a study.
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why a Multivariate Analy51s?

R U S Ry R vi;f;¥:;i}

' Of .course, -the analysis strategy employed by a researcher
is dependent, among other things, “upon the questions he/she:ha
of the data on hand. And these questions are, or at least-i-
should be, derived from beliefs or theories of the researcher.
With questions in mind, it is assumed that the researcher has
judiciously chosen a collection of outcome variables that :are
relevant to his/her investigation. The interrelationship‘of
these variables'is-an important consideration  in deciding upon
an analysis strategy. More specifically, does the collection
of variables constitute, .in some substantive. sense, a system?
Or, perhaps, are there '‘subcollections that may constitute i
multiple :systems? . . . - : R

"system" of outcome variables may be loosely defined:as
a collection of ‘interrelated variables that, at least Codka
potentially, determines one or more meaningful underlying:nl
variates or constructs. 1In a system one has several outcome

variables which represent ‘a :small number of

constructs-~typically one or two. .For example, 'Watterson et

al., (1980) studied a system of ‘five outcome measures on .- ¢
attitudes (based on interview and questionnaire data) that +lead
to two meaningful variates, political attitude and freedom?of
expression; Hackman and Taber (1979) studied a system of 21}
outcome measures on student performance (based on interview!

data) that determined two meaningful variates, academic . 3%

performance and personal growth.




A goal of a multivariate analysis is to identify and .. ¢

interpret the underi?ing construct{s). For suchmﬁoiential
constructs to be meaningful; the judicious choice'df'oﬁtcomev_
variables to study is necessary; the conceptual relationéhips
among the variables‘must be considered in light of some
overriding "theory." A multivariate analysis should enable the
researcher to "get a handle" on some characteristics of his/her
theory: What are the "emerging variables"?

These emerging variables are identified by considering
some linear composites of the outcome variables, called

canonical variates or linear discriminant functions (LDFs).

Correlations--sometimes called structure correlations--between
each outcome variable and each LDF are found. Just as in
factor analysis, the absolute values of these correlations, or
"loadings," are used in the ldentification process: those
variables with high loadings are "tied together" to arrive at a
label for each construct.2 [See, however, Harris (1985, p.
319), for an opposing point of view regarding such a use of
loadings.]

Sometimes a researcher is interested in studying multiple“
systems, or subsystems, of variables. Those subsystems may be
studied for comparative purposes (see, e.g., Lunneborg &
Lunneborg, 1977), or simply because different (concepthally
independent?) constructs--based on different variable
domains--are present (see, e.g., Elkins & Sultmann,'iﬁsi). In
this case, a separate multivariate analysfs fgr each Eubsystem

would be conducted.




; Vo

§ MA primarykreason, then, for cohduétibg gbhultivariate
analy;is is to identify the variates or constfucts that
,underlie the collection ofkoqtcome variables chosen for
analysis. By doing 50, one ahalyzes‘the collection as a
system, taking into consideration the intercorrelations of the
variables. This approach enables a researcher to seek answers
to more general (more interesting?), complex qugstions;
questions that reflect the real world of behavioral (or any
other) science.3 [5¢e Dempster; (1971) for more on data
structure.] : . “ |
,?hefe age tw6 other botential :easons>for conducting a
multivariate analysis.«‘Either‘ofvfhese rqasopé is considered
when the 1ntercoxrelatlons of thé‘outcomerariables are to be
kept in mind. One potentiglvreason is to detérmine if fewer 1$
variables than the total ndhbet initially’chosgn can adequatel§
define a meaningful system. This is the so-called variable
sglection problem, and is discussed in some detail by Huberty;ﬁ
(1986). This problem might be considered so as to seek a .
parsimonous interpretation of a system. It should be noted
that this is not an imposgd parsimony--as one might get with
‘multiple univarlate analyses--but a parsimony taking into
consideration the inte;correl;tions of the outcome variables. ;-
Another potential reason for conducting a multivariate
aﬁalysis is.to make an assessment of the relative contribution
.of the outcome variables to the resultant group differences, or
to the resultant effects of the "treatment" variable(s). This

is the so-called variable ordering problem. Although the
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assessment of variable importance is very difficult in all
multi-variable analy#es (including canﬁnical correlation,
factor analysis, cluster analysis), some reasonable indexes
have been proposed for the MANOVA context (see Huberty, 1984).
Of course, a meaningful ordering of variables that constitute a
system can only be legitimately accomplished by taking the
variable intercorrelations into consideration.

In a multiple-group situation, the study of system
structure and of variable importance may lead to some
interesting and informative conclusions. In the univariate
case, group contrasts (pairwise or compiex) are often of
interest in addition to, or in lieu of, the omnibus inter-group
comparison. Group céntrasts may also be studied with multiple

outcome variables--here we have multivariate group contrasts.

The construct associated with one contrast may be characterized
quite differently from that for another contrast. Also, the
variable orderings for effects defined by two contrasts may be
quite different. For a detalled discussion of this analysis
strategy, see Huberty and Smith (1982).

None of the above threeo data analysis problems (system
structure, variable selection, variable ordering) can be
appropriately approached via multiple univarliate analyses. As
Gnanadesikan and Kettenring (1984, p. 323) put it, an objective
of a multivariate analysis 1s to increase the ﬁsensitivity of
the analysis through the exploitation of the_interfcorrelations
among the responée variables so that indications that may not
be noticeable in separate univariate analysés stgnd out more

clearly in the multivariate analysis."




It should be p01nted’out that typically mployed criteri

for variate selection and varlable ordering are sample— and

system-specific. What is a good variable subset or a

\

relatively good individual variable depehds uﬁon‘the collectif

" of the’Variables in the system being studied. <How well the

' pfoposed selection and ordering criteria "hold up" over
repeated'saMpling needs further empirical study. Of course,
'replication is highly desirable. The rahk-order position of
vsriable in ‘a system of varlables may change when new varlabl;
‘are added to the system. similarly for the composition of a |
good subset of variables. Hence, a conclusion regarding the -
goodness of a variable subset and/or the relative goodness of;
‘individual variables must be méde with some caution (see i

“juberfy, 1986, for elaboration).

Additional Comments

Some apparently "funny" results can occur when compariho
multivariate analysis with multiple univariate analyses.
significant univariate results do not necessarily imply
significant multivariate results (see, €.g., cramer, 1975), sk
vice versa (see, €.9., Tatsuocka, 1971, pp. 13-24). Of course]
the meaning of vsignificant" in the two approaches may be ‘
different. Does rejecting a MANOVA null hypothesis lead to t

same conclusion as rejecting one or more ANOVA null hypothese:

How does one compare a single P-value from MANOVA with the




multiple P-values from the ANOVAs? Furthermore, how does one
compare the power of a multivariate test with the power of a
set of univariate tests? These types of comparisons are
problematic, particularly because of "inconsistent" MANOVA -
ANOVA results that may occur.

Ignoring the interrelatedness of a collection of outcome
variables can lead to obtaining redundant information. For
example, suppose Variable 1 yields univariate significance, and
that Variable 2 is highly correlated with Variable 1.
Significance yielded by variable 2, then, would not be a new
result. Van de Geer (1971, p. 271) points out that, "with
separate analyses of variance for each variable, we never know
how much the results are duplicating each other."

In summary, if a collection of outcome variables
constitutes a potentially meaningfull system, then a
multivariate analysis called for. That is, a multivariate
analysis should be conducted if interest is on potential
underlying constructs. If not, then a multiple univariate

analysis route would be taken (without a preliminary

multivariato analysis). If control over Type I error is of
concorn when conducting multiple univariate analyses, it is
suggested that Bonferroni-adjusted probability values be

consglidered.




-+ References .-

5 .

f " - " ¢ "}:ﬁ g e >
Bird, K. D. (1975). Simultaneous contrast testing procedures
for multivariate experiments. Multivariate Behavioral
Research, 10, 343-351.

Bird, K. D., & Hadzi-PavloQic, D. (1983). Simdlténeous teé£
procedures and the choice of a test statistic in MANOVA.
Psychological Bulletin, 93, 167-178. i

Biskin, B. H. (1980). Multivariate analysis in experimental
counseling research. The Counseling Psychologist, 8,
69-72. -

Bock, R. D. (1975). Multivariate statistical‘methods in
behavioral research. New York: McGraw-Hill.

Bray, J. H., & Maxwell, S. E. (1982). Analyzing and
interpreting significant MANOVAs. Review of Educational
- Reseaych, 52, 340-367.

L

- Cramer, E. M., (1975). The relation between Rao's paradox in
discriminant analysis and regression analysis.
Multivariate Behavioral Research, 10, 99-107.

pempster, ‘A. P. (1971). An overview of multivariate data
analysis. Journal of Multivariate Analysis, 12, 316-346

Dossey, J. A. (1976). The relative effectiveness of four

: strategiles for teaching algebric and geometric disjuncti
concepts and for teaching inclusive and exclusive :
disjunctive concepts. Journal for Research in Mathemati
Education, 7, 92-105.

Elkins, J., & Sultmann, W. F. (1981). 1ITPA and learning .
disability: A discriminant analysis. Journal of Learni
Disabilities, 14, 88-92.

Games, P. A. (1977). An improved tablec for simultaneous
control on g contrasts., Journal of the Amorican
statistical Assocliation, /2, 1-534.

frA AR X R AL S e

v §

Gnanadesikan, R., & Kettenring, J. R. (1984). A pragmatic

roview of multivariate methods in applications. 1In L

H. A. David & H. T. David (Eds.), statistics: An i

appraisal (pp. 309-337). Ames, IA: 1lowa State Universi:
Press.

Hackman, J. D., & Taber, T. D. (1979). Patterns of
undergraduate performance related to success in college.
American Educational Research Journal, 16, 117-138.




Harris, R. J. (1985). A primer of multivariateiééégistics.
New York: Academic Press.

Huberty, C. J‘(1972). Regression analysis and 2-groﬁpjk
discriminant analysis. Journal of Experimental Education.
41, 39-41. ‘

Huberty, C. J (1984). 1Issues in the use and interpretation of
discriminant analysis. Psychological Bulletin, 95,
156-171.

Huberty, C. J (1986, April). Problems with stepwise
methods--Better alternatives. Paper presented at the
annual meeting of the American Educational Research
Association, San Francisco. .

Huberty, C. J, & Smith, J. D. (1982). The study of effects in
MANOVA. Multivariate Behavioral Research, 17, 417-432.

Hummel, T. J., & Johnston, C. B. (1986, April). An empirical
comparison of size and power of seven methods for
analyzing multivariate data in the two-sample case. Paper
presented at the annual meeting of the American
Educational Research Association, San Francisco.

Hummel, T. J., & Sligo, J. R. (1971). Empirical comparison of
univariate and multivariate analysis of variance
procedures. Psychological Bulletin, 716, 49-57,

Leary, M. R., & Altmaier, E. M. (1980). Type I error in
counseling research: A plea for multivariate analyses.
Journal of Counseling Psychology, 27, 611-615,

Lunneborg, C. E., & Lunneborg, P. W. (1977). 1Is there room for
a third dimension in vocational interest differentiation?
Journal of Vocational Behavior, 11, 120-127.

O'Grady, K. E, (1986). Simultaneous tests and confidence
intervals. Behavior Rescarch Methods, Instruments

& Computers, 18, 325-326.

Ryan, T. A. (1980). Comment on "Protecting the overall rate
of Type 1 errors for pailrwilse comparisons with an

omnibus test statistic." Psychological Bulletin, 88,
354-355.

Tatsuoka, M. M. (1971), Significance tests. Champaign, IL:
Institute for Personality and Ability Testing.

vVan de Geer, J. P. (1971). Introduction to Multivariate
Analysis for the Social Sciences. .San Francisco:
Freeman.




Watterson, O. M., Joe, G. W., Cole, S. G., & Sells, s. B.

-~ (1980)." Impression management and attitudes toward

marihuana use. Multivarjate Behavioral Research, 15,
139-156. ‘

- .

Wilkinson[ L. (1975). ResponseJQariable hypotheses in the
multivariate analysis of variance. Psychological
Bulletin, 82, 408-412,




Footnotes

PR

1In attempting to encourage graduate students to formally
study multivariate methods, the current author has often been

confronted with a response such as: "A researcher, keeping in

mind some 'theory!' underlying a research effort, poses his/her
questions first, then seeks analyses to answer the questions.
If multivariate analyses are imminent, then he/she can approach
a 'statistician' for help." My argument, which only seldom is
heeded, is that knowledge of multivariate techniques should
enable the researcher to pose more interesting, relevant, and

e et

penetrating questions to begin with.
2It has been pointed out by Harris (1985, pp. 129, 257, 319)
and proven by Huberty (1972) that in the two-group case, the
squared LDF-variable correlations are proportional to the
univariate F values. Thus, it might seem that if a system
structure is to be identified via loadings, then multiple
univariate analyses would suffice. 1In the multiple-group case

where at least two LDFs result, however, the multiple

constructs cannot be identified by multiple univariate

analyses.

3'rho notion of a "construct" may be viowed as a varying one

across different types of multivariate analyses. For the
group-comparison or grouping-variable-effects situation on
which we focus herein, the identified constructs are extrinsic
to the set of outcome variables. That is, the optimization of
the composites (i.e., LDFs) is based on ;omgthing external to

thé outcome variables, namely, the maximization of effects.
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ization of ‘composites (linear

Similarly for the optim
classification functions) in the contextiqprredicfive
discriminant analysis (see Huberty, 1984) where classifica
accuracy is maximized. On the other hand, in component
analysis, for example, the identified constructs are intri
to the set of outcome variables. That is, the optimizatio
the composites (i.e., components) is based on something
internal to the outcome variables, namely, the maximizatio
accounted-for variance in the variable set. Furthermore,
extrinsic-intrinsic, constructs-of-constructs situation co
result when one conducts a MANOVA (or classification analy

using component or factor scores as input.
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ABSTRACT

The present study was conducted to investigate differences
in item performance, reliabllity, and scale means of the Bem Sex-
Role Inventory when comparisons are made across developmentally
dlfferent groups. Analyses were conducted comparing results for
adolescents with results for adults, and further analyses were
condqucted comparing results for the adolescents across various
adolescent gender and age groups. The results tend to support the
a conclusion that the BSRI has reasonable measurement integrity
when used with adolescents, and thus indlcate that the measure
may be wuseful 1in exploring developmental changes in sex-role

perceptions as they occur during adolescence.




In a seminal article In the 1literature hbn personality,

Constantinople (1973) argued thét pétséﬁé;édﬁiduwﬁoésess both
characteristics that - are stereot&bidaliyJ&meeTQAS well as
characteristics that are stereotypically female. Personality
researchers have come to call such persons 'androgynous. Bem
(1975, p. 634) has argued théfﬂﬁa non-androgynous sex role can
seriously restrict the range 6f behaviozs avallable to an
individual as he or she movéS:frﬁm situation to situation." Kelly
and Worrell (1977) summarize studles that have emplrically tested
the pioposltion that androgyny 1s an adaptive personality
characterlstic. Generally studles support Bem's positlon, though
some studles (Hellburn, 1984) suggest that the tralt may be more
advantagéous to females than to males,

Although several measures of androgyny have been developed,
the Bem Sex-Role ‘Inventory (BSRI) (Bem, ' 1974) "has been theé most
frequently used of the recent sex role instruments". (Koenlgsberg,
1982, p. 2). However, the BSRI and the methods used to measuré
the androgyny construct have both been topics of heated academic
discussion (e.g., Bem, 1979; Pedhazur & Tetenbaum, 1979). b

Studies of the BSRI measure have been extraordinarily
diverse 1in thelr methods and designs. Sample slzes have rangéd
from 44 (Bledsoe, 1983) to 894 (Sassenrath & Yonge, 1979). Powell
(1979) employed 15 samples to cross-validate hls results:
Although many studles have used varlations of common factor
analysis to evaluate the measure, researchers have also employed
multidimensional scaling (Koenlgsberg, 1982), smallest space
analysis (Ruch, 1984), conflrmatory factor analysis (Marsh,

1985), analysis of the variance/covariance matrix (Belcher,
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Crocker & Algina, 1984), and extraction of second-order factors

(Edwards, Gaa & Liberman, 1978). Thompson (1986) prqunted¢ a
meta-analytic integration of the various factor analytic stud@;;
and concluded that the theoretically expected structure under11e§
BSRI data. Even seemingly contradictory results are dgenerally
supportive of the measure's valldity once solutions are rotated
into a common factor space.

Virtually all of these myrlad studies have examlined
statistics that are a function of covariations (e.qg.,
covarlances, correlations) among item responses. However, these
statistics are Insensitive to the influence of central tendency.
For example, two sets of scores can be perfectly correlated when:
(1) both sets each have a mean of 5.0; or (2) both sets each have
a mean of 1.0; or (3) one score set has a mean of 1.0 and the
other score set has .a mean of 5,0,

Slnce structure s a functlon of the relationshlps among
items, a test may have a simllar structure |{n diverse
populations, but the populations may differ with respect to other
aspects of Lltem performance. For example, Ltem means could be
markedly dlfferent across populations even Lf the structures
acroaa.the populations were ldentical. As Gorsuch (1983, p. 335)
notes,

To the extent that invarlance can be found across
systematic changes In elther varlables or the
individuals, then the factors have a wlder range -of
applicability as generallized constructs. : The

»
subpopulations over which the factor occurs could--
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- and -probably wouldéédlffei‘inﬁﬁhelrgméandeotesﬁorW:
#ec - yariances across the ‘groups, - but ‘the '‘pattern :of *: "
relationships among the variables 'would **be the

" same. Co e i
Knowledge regarding such ‘a dynamic would be -important from a
measurement perspective because the process of  summing 1item
scores within a scale also asaumes that all the items are
reasonably homogeneous with respect to thelr mean wvalues. This
-assumption .'Is 'made with respect to both item characteristics
'within -ia glven ~population’ and item performance across
populations,  {f the test ' is to be ' employed In various
‘populations,

A ‘concrete example may clarify the easentlal character of
this assumption. If the item means on a two ltem test in a
population - were both four on-a seven-point scale, then a person
who | scored - £ive on both scales ls deviating from the expected
item means by the same amount, and the scale score of 10 for the
“person -represents a meaningful deviation from the known total
score mean of elght, But say the population mean responses to
ftems one and two were, respectively, six and two. The person who
scores, respectively, six and two on the items ls assigned aH
scale score oikelght. The person who scores two and six is also
assigned a scale score of eight, even though the two sets of item
scores trepresent very dlfferent responses when compared with
expected or average population responses, o

It s unfortunate that central tendency has not been
consldered a noteworthy issue in most of the previous research on

androgyny measures. The lInstruments that measure androgyny
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relevant |tem scores. If means are not comparable across  items

within a given sample, then scores on 1tem§ aevigté>”abgdé'
different means and adding item scores without considéf{AqlﬁégégéA
varlatlions may distort total scores--the scores' may iaék
measurement validity and studles using the measures may therefore
be 1nvalld. The process of adding ltem scores without conaldering
varfations 1In item means requires the critical assumption that
the 1items are deviating about the same or at ieast comparable
means so that one ls not adding "apples and oranges", i.e., so
that the addition process is itself valiad.

Even {f ltem means are comparable across items within given
sample types, 1t 1s lmportant to ascertain whether the item méans
are also comparable across sample types, e.g., developmentally
actlve adolescent groups versus adult 5amples. If differences {n
scale means across devélopmental groups are due to a few items,
the content of those items may have substantive implications or
may raise questions about the vallidity of those iltems when used
with cextain types of samples.

However, most of the studies in this area have employed
college students as subjects., The simllar character of most of
the samples 1limits abllity to generalize about the validlﬁyyﬁofy
the BSRI. As Worell (19768, p. 783) notes, "restricting all of‘éhe
sex-role research to college students, unfortunately, leaves us
with many unanswered questions about the generality ' of -results
and the applicability to constrast populati?ns." It is especlally

surprising that so few studies have employed adolescents as
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subjects. Bem (1979 p. 1052) argues that even young children are
T T e A P T o 't}!gu
%waxe of sex roles. Marsh and Myers (19%4 “tested adolescent

ity

v g is &

glrls but school offlclals allowed the use of only ‘a subset " of
BSRI ltems. Mills (1980) embloyed a sample of 418 adolescehts,
but pxlmeflly was’conéerned with the structﬁre underlying ﬁSRI
responses zatﬁer than with central tendency of item responses:'
The presentrstqdy was condhcted to lnvestlgate dlfferences
in QSRI resulte “1nQolvlng developmenéally dlfferent subject
groupe. Théee‘ iesearch questiens were consldered in the study.
First ' h§w>A comparable'hhe;e item means aéross different
developmental and sex groups? The lnfluence of sex was consldered
slnce there ete developmental differences across gender groups
and since the BSRI measures sex—role perceptlons that may also

differ across gxoups as an interactive function of both

developmental group and qender. Second, within a sample of

PR

adolescents, what are/ the 1n£luences of age and sex on BSRI
rellabillty coefficlents? Xf the test la reliable when used wlth
youngex subjecta, the measure may be an important vehlcle for
lﬁvestleatlng kchanges in adolescents' sex~role perceptions.
Finally, what dlfferences in the two BSRI scale means are there
across adolescent age and sex groupings? The analysls of scale
score means may provide some such lnslqht‘ regarding these

changes,

Reaults
Several of the many BSRI validity studies in the llterature

report Litem means for blologlically male subjects as agalinst

female subjects. Thus, flve sets of ltem means from adult samples
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were available from previous research. 1In order to

rprovide ‘fay

developmentally dlfferent comparison group, * the ptédeﬁtﬂéd&tﬁafsgv
collected data from 256 adolescents (25% glrls) ranglngﬁfﬁ‘ ;ge
(mean = 12.9; 5D = 1.86) from 9 to 17. These data were analyzed
in several ways in order to address the study's first research
question.

Flgure 1 presents the item means reported in each of the
previous studies. 1In order to faclilitate comparisons, the means
are graphlcally presented along the one to seven response scale
employed on the instrument. Bem (1981) has proposed that a
"short form" of her instrument can be constructed by only scoring
20 of the items on the BSRI. These ltems are underlined in Flgure
1. Letters "A" through "E", respectively, represent: a) the

.means reported by Bledsce (1983) in a study involving 44 female
teachers; b) Hoferek's (1981) means from a nationwlde survey of
physical educators involving 189 women; c¢) Pedhazur and
Tetenbaum's (1979) means £for 489 female graduate education
students; d) Hoferek's (1981) means for 102 men; and e) Pedhazur
and Tetenbaum's (1979) means for 171 men. The means for the male
adolescents in the study are repesented by pound signs ("#"); the
means for female adolescents are represented by asterisks ("x"),
The means for the two adolescent gender groups are \pzesentéd
within their 95% confidence intervals, represented by ‘hyphens,
The Ltems are sorted flrst by scale; the 20 BSRI gpmln;ne scale
ltems follow the 20 Masculine scale ltems. For each lteh, the
mean of the two means for adolescents and the mean of 'the five
means for adults were computed, as was the ‘deviation of thése two

statistics., This dlfference score l\s presentedlin parentheses for
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each BSRI .item. . Within each scale, the ltems presented;ln Fiqure
1% have been arranged in order of descendlng,difﬁerences ,acrpgs

the -two subject groups. R R

&

INSERT FIGURE 1 ABOUT HERE.

In order to compare the variabllity of item wmeans across

ltems and across the seven subject groups, on each of the 40
items . a classlical sex-by-age-group two-way analysls of varlance
waS';conducted; using the item means as the dependent variable.
Table -1 presents. the -40 BSRI items- in descending order .-of
.:variabllity of the mean scores. . Thus, for example, means on the
ttem, "Feminine", tended ¢to vary most across the seven subject
samples, For each item, Table 1 also presents the sum of squares
attributable to each effect and the percentage of each iftem's sum
of squares that is attributable to each source of variance in the

analysis.

INSERT TABLE 1 ABOUT HERE.

The reliabllity coefficlents presented in Table 2 .were
computed in order to address the study's second research
question. The table reports the alpha rellabllity cosfflclents

for the two BSRI scales across varlous age and gender groups.-

-
B

INSERT TABLE 2 ABOUT HERE.

Total scale scores within the various age and gender gréups

represented ln the adolescents' data set were compared in order

to address the study's third research questlons. Table 3 presents




the cell means across the subjlect groups. Table 4 reports

Frwmirg

results of a two-way analysls of varlance for Bééh 'g%e

i

g

scales.

INSERT TABLES 3 AND 4 ABOUT HERE.

Discussion

The analyses reported in Flgure 1 compared means of means {n
order to minimlize the Influence of disproportionate sample slzes
;n the various groups. The Flgure 1 results {Indlcate that
adolescents tend to score lower across almost all of the BSRI
{tems. In particular, with respect to Mascullne ltems, the
adolescent subjects perceived themselves to be less analytlcal,
self-sufficlent, self-rellant, forceful, independent, and
forceful., The filnding 13 not surprising, and primarily reflects
perception of the reality that adolescents are dependent on
others, The findlng that adoloscents consider themselves less
analytical may reflect a perceived obligatlon to be carefree.

With respect to the Feminine items, the adolescents
percelived themselves to be less sensitlve, compasslionate,
sympathstic, tender, warm and gentle, These results suggest a
self-orlentatlon that may be an adaptive effort to work through
issues involving identity and role expectatlions.

These findings do not contradict a view that adolescence is
a time of role exploration (Erikson, 1963, pp. 247-269), but
suggest . that this exploration may primarily be achleved by ~the
"doing" of trylng on roles rather than through the "thinking" of
reflection. 1In fact, psychoanalytic theotry (A. Frued, 1972, pp.
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317-318) suggests that thié doling be an importan component
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nay

of qdjustment:

‘ The character structure of a child at the end 6f
the latency perlod... has to be abandoned to allow
adult sexuallty to be integrated into the
individual personality. The so-called adolescent
upheavels are no more than the external indicatlions
that such internal adjustments are in ' progress...
Wwe all know individual children who as late as the

ags of fourteen, fifteen, or sixteen show no such
outer evidence of lnner ‘unrest... They are, perhaps

more than any others, In need of ‘therapeutic help.
The results presented in Table 1 provide further lnsight
regatdlnq' the measurement characteristics of indlvidual BSRI
{tems-~the hagnltudes and the sources of variance In the mean
scores from the 'varlous 'subject groups are presented. The
variablitity ' (8Q8=25.93; ¥=25.93/6=1.11; -§D=1.05) of the seven
means on the ltem, atheletic, was an artifact generated by
{including data from Hoferek's (1981) phystcal educators, who
perceived ‘themselves to be more atheletic than other subject
groups. However, It 1s clear that there was dlsproportionate
variability on two other items, feminlne (§p=2.08) and mascullne
(gp=2.01). These standard deviatlons are especially noteworthy

since the response format only ranges from one to seven.

It {s disturbing that the vast preponderance of the

varlability on these Iltems was asSoclated with gender, as
{ndlcated by the effect slzes of sex for these ltems. Bem (1981,

p. 14) has not included these ttems in the "short form" portion
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of her measure: .

Note that the terms "femlnine" and "masculine"lggxg‘

themselves been eliminated from the Short Form :;g

the BSRI, These terms actually reflect "highér—

order" tralts and are constructs denoting clustersﬂ

of traits themselves rather than behaviors.
However, a more parsimonious and thus more llkely lnterpretatlon
would argue that the these two items merely measure physlical
gender, as suggested by the present analyses. 1If so, the
incluslon of these items seriously undermines the valldity of the
measure, slince the measures purportedly evaluates psthological
orientation regarding sex-roles and not physical gender. Thus the
use of these 1ltems has been criticized previously on both
theoretical and empirical grounds (Pedhazur & Tetenbaum, 1979).

Bem (1981, p. 5) notes that "the test ls arranged so that

the thirty short-form items appear flrst and, where time |Is
limited, subjects may be LInstructed to stop after the ltem
'conventional.'" However, the savings in time from uslng. the
short form ls very minimal. Many researchers wlll be tempted to
employ the original "long form" so that thelr results wl;}’ be
more comparable with previous research and because th9¥4 may
presume that the long form will be more reliable slncq. iFh is
longer. However, the two forms are highly correlated (Bem, 1981,
p. 1%5), and the “"short form" Masculine scale is.at . leagt\ as
rellable as the "long Eform" Y scale and the "short form"
Feminine scale ls noticeably more reliable (Bem, 1981, p. 14)

and may well be more valld. The use of the "short form" or of




the "long form" minus these two items 1is theréfbié“~§ti6%§1y

A T

recommended ‘for most research applications.

% 3

The remaining analyses presented in Table 1 “support the
previods 1nferpretétioﬁ‘of Flgure 1. For example, -large effect
sizes for aéé weré £ound forkthebltems, sensitive, compasslionate,
analytical, and other varlables noted previously. Nevertheless,
tﬁe variability in item mééns across developmental groups was
‘relatively small, was systematic rather than random, and involved

theoretically ~interpretable differences. 'The analysls suggests

 %635’“1£éh meanébarekfeaﬁonab1§ comparable across subject groups,

WSS 'that 'meaéﬁreﬁent - concerns regarding this aspect of test
betfaimahce are not appreclably warranted.

The analyses reported in Table 2 suggest that the BSRI has
-reaﬁbnabie ‘teiiabillty evéh when used by younger subject groups.
The Masculine scale reliabillty.cbeffiélent of .82 compares
favorably with values of about .86 reported by Bem (1981, p.14).
The Egmlnlhe scale rellability coefflclent of .78 compares
faVorably with values of about .78 reported by Bem (1981, p. 14)
" for several studlies with adults. The Table 2 results also suggest

" that ‘the measure can be reasonably employed even with younger age

groups within' the adolescent age range. The results must ' be
interpreted with some cautlion, since some age groups {ncluded few

subjects, but - the pattern s consistent across the ages
reprasented in the study.

The results presented in Tables 3 and 4 suggest that both
gender groups tend to score somewhat higher on both scales as
individuals grow older. However, the most noteworthy pattern is

that males tend systematically to become more Masculline while
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females tend to become systematically more zemininé as théy‘ agew_'*

during adolescence. .The .tabled results also,indlgaggg$b35&m?}es
and females are more comparable with respect to,thg;r”wﬁgscglgne
scores than with respect to their Feminine scale scogggé A;Kis
suggests that females may be more llkely to become and?bgyn&us
than are their male peers. Males may f£find androgyny‘ less
advantageous during adolescence, Just as some research ksuggests
that androgyny may generally be more functlionally advantageous
for adult females (Heilburn, 1984).

In summary, the results of the present study generally
support the conclusion that scores on the Bem Sex-Role Inventory
(Bem, 1974) are reasonably reliable aﬁd valld even when subjects
are young adolescents. Although the present results corroborate
previous £indings that the two items, masculine and feminlne, do
not have deslrable measurement characteristlcs, varlatlions |in
item performance .‘across developmentally different groups
generally were relatively small and were predictable. Thus, .the
BSR! measure may be helpful in exploring the development of sex-
role perceptlons during adolescence, ox in tracking the egggcts
of culture changes on the sex-role development _process as

socletal expectations and norms change.
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. Table 1. -

- viaclassical S80S Decompositlon -« ruiis

c S80S ' Sos . Effect S0S.- Effect . Effect
Variable - " Tot Sex Size ¢ Age Size: Inter Size
Feminine . 25.93, 25,183 97.12% 0.002 0.01% 0.055 0.21%
Masculine . 24,36 23.989 98.48% 0.235 0.96% 0.175 -0.72%
Atheletic 6.64 0,922 13.89% 0.138 2.08% 0.204 3.07%
Sensitive* 2.58 0.068 2.64% 2,224 86.20% 0.156 6.05%
Competitive 2.18 0.843 38.67% 0.012 0.55% 0.013 0.60%
compassionate* 2,10 0,044 2,10% 1.773 84.43% 0.051 2.43%
Analytical 1.97 0.076 3.86% 1.910 96.95% 0.021 1.07%
Sympathetic* 1.84 0.137 7.45% 1.354 73.59% 0.161 8.75%
Childlike 1.79 0.253 14.13% 0.014 0.78% 0.058 3.24%
Self-sufficient 1.76 0.010 0.57% 1.537 87.33% 0.011 0.63%
Forceful# 1,68 0.163 9.70% 1.417 84.35% 0.150 8.93%
Tendex* 1.61 0.136 8.45% 1.238 76.89% 0.030 1.86%
Self-reliant 1.53 0.000 0.00% 1.382 90.33% 0.005 0.33%
Eager soothe* 1,48 0.259 17.50% 0.803 54.26% 0.199 13.45%

Loves chlldren* 1,46 0,287 19.66% 0.282 19.32% 0.679 46.51%
Affectionate* 1.42 0.228 16.06% 0.823 57.96% 0.152 10.70%
Acts as leader . 1.36 0.311 22.87% 0.496 36.47% 0.001 0.07%
Independent# 1.33 0,003 0.23% 1.048 78.80% 0.000 0.00%

Gentle¥* 1.32 0.057 4.32% 0.934 70.76% 0,220 16.67%
.Warm# 1.25 0,067 5.36% 0.979 78.32% 0.032 2,.56%
Loyal .. 1.22 0.083 6.80% 0.913 74.84% 0.097 7.95%
Has Leadership# 0,90 0,233 25.89% 0.383 42.56% 0.007 0.78%
Take stand# *0.85: 0,177 20.82% 0.633 74.47% 0.001 0.12%

Willing risk# 0.78 0.412 52.82% 0.000 0.00% 0.013 1.67%
Makes decislons 0.66 0.274 41.52% 0.356 53.94% 0.009 1.36%
Understanding* 0.65 0.060 9.23% 0,524 80.62% 0.019 2.92%

Soft-spoken 0.64 0,179 27.97% 0.274 42.81% 0.099 15.47%
Assertived 0.63 0.002 0.32% 0.580 92.,06% 0.018 2.86%
No harsh lang 0,62 0.062 10.00% 0.481 77.58% 0.001 0.16%
Aggresived 0.62 0,271 43.71% 0.001 0.16% 0.001 0.16%

Individuallist 0.53 0.001 0.19% 0.326 61.51% 0.177 33.40%
Defends beliefh 0.50 0.004 0.80% 0.309 61.80% - 0.038 7.60%

Dominanth 0.48 0.270 56,.25% 0.110 22.92% - 0.038 7.92%
Amblitious 0.43 0,063 14,65 0,032 7.44% .- 0,088 20.47%
Gullible 0.36 0.216 60,008 0.058 16,11% . 0.033 9.17%
Cheerful 0.29 0,035 12.07% 0.123 42.41% - 0.030 10.34%
8trong persond 0.23 0.007 3.04% 0.146 63.48% .- 0,000 0.00%
Flatterable 0.2 0,019 7.83% 0.021 9,13% 0.148 64.35%
shy 0.19 0.013 6.84% 0.015 7.89% - 0,023 12.11%

Yielding 0.04 0.00f 2.,50% 0.007 17.50% -y 0.012 30.00%

" . e
Scored as a Masculine item as part of ‘the "short form."

Scored as a Feminine {tem as part of the "short form."




' Age B

10
11
12
13
14
15
16
17
All

16
30
54
64
37
20
16
11
256

Age
9
10
11
- 12
13
14
15
16

Total

Alpha Reliability Coefficlents

Table 2

for Adolescents

Both Sexes Males Females
M F n M F n M
.62 .85 8 .62 .85 - --
.85 .07 13. .82 - .04 3 .93
.85 .78 22 .83 .78 8 .88
.81 .59 46 .76 .49 8 .86
.74 .81 50 .74 .79 14 .80
.84 .84 23 .84 .84 14 .88
.90 .81 12 .90 .80 8 .90
.86 .87 10 .85 .84 6 .67
.85 .86 8 .88 .84 3 .59
.82 18 192 .79 - .74 64 .88
! fh Table 3. ‘
Cells Means for Two- Way Analysls
Mascullnﬁ a Femlnlne
Males Females Total Males Females . Total
94.5 - 94.5 83.6 -- 83.6
93.0 81.0 90.8 79.5 81.17 79.9
98.7 87.1 - 95,6 82.2 98.2 86.5
99.0 78.5 95.9 81.9 88.4 82.8
96.1 97.6 96.4 83.4  92.2 85.4
100.6 98.6 99.8 82.0 97.2 87.7
102.9 91.4 98.3 76.0 93,0 82.8
103.3 85.5 96.6 89.9 106.8 96.2
103.5 94,7 101.1 91.0 111.7 96 .6
98.5 91.3 . 96.17 82.17 95.5 85.9
Table 4
- Classic 80§ Decomposition Acroaa scales
Masculine : ‘ : Effect
source gos  4f .. M8 = Fcalc size
Age - 1996.2 - 8 249.5 99 3.0%
sex 3177.2 1 3177.2 12.70 4.7%
Age*Sex 2875.4 - 17 410.8 1.64 4.3%
Residual 59772.4 239 250.1 :
Total 67123.8 255 263.2
Feminine Effect
gource 808 af M8 Fcalc glze
Age 3%42.0 8 442.7 2.417 6.4%
Sex 6969.6 1 6969.6 38.90 12.6%
Age*3ex 1114.3 7 159.2 .89 2.0%
Residual 42823.0 239 179.2

Tot

al 55347.5 255 2117.0

F

“58
.37
.82
.88
.80
.54
.87
.29
.82




MASCULINE

analytical
(1.14)

self-sufficient
(1.03)

3alf-rellant
(1.00)

forceful
(.97)

independent
(.86)
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(.64)
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('64)§
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(.55)

haz (.48)
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stronqg personality

B (.31)

dominant
(.24)

competitive
(-.16)

ambitious
YT

“y

wllling take risks
. L (-,04)

mascullne
(.03)

(-.02)
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5.35
.19

4.41
.28

5.15
.60

5.45
.27

4.81
.36

3.74

4.50
32

5.97
.66

5.41
.59

5.48
.55

5.05

$.37
.46

5.34
.47

6.15
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affectionate

b e AL A

(.80)
eager soothe hurt 1----- 2=~=wwe KR do=mw- 5--DC~A-==m== 7 5.38
(.79) -*E- .50
--§- B
understanding 1----- 2----- 3----- 4--=-- 5-~~-DA-~--- 7 5.71
(.63) --*-EC .33
--k-- D
not harsh language 1----- 2-m——- 3--=-- 4--EA-5---~-- 6----- 7 4.37
(.60) ---%*--CB .32
-—f- A
loves children 1----- 2--~=- 3----- 4-----5---E-B-D---7 5.85
(.49) ~C*-~ .49
-#-- A
feminine 1-D---2E----3----- e 5-B--C6-~==~ 7 3.98
(.42) ke~ 2,08
_“A-
soft-spoken l----- 2=~m=- Jemmm- B-~CDES~=~~- 6===-= 7 4.22
(.41) - <33
-#- AB
cheerful 1----- 2-=m- J----- 4---~- 5--ECD6--~~~ 7 5.58
(.31) ‘ k- .22
o
gullible 1----- -~ DEB-A-4----~ S5-cmwm 6--mm- 7 3.30
(.24) -=%*--C 25
~<}§-DA
flatterable l----- 2= Jom-- 4BCE--5----- E--vm-- 7 4.34
(.13) b .20
-“-..
shy le---- === J-ADCE4--~-~ Smemm= 6rmm=- 7 3.54
(=.11) -B-%--- .18
-4B-
ylelding 1l--=-- AL LKL 4-DA-~5-=m=- fomme 7 4.33
(.07) -*CE- .09
_-~..
childlike 1-=-==2-B-=~EC-~~A4--=--- Sommem 6----- T 2.94
{-.06) D --%-~ _— .55

. The confidence intervals for blologically male adolescents bound
"#%; comparable values for females bound "*". The mean of the seven
means is presented at the end of each scale; the SD is presented below
the mean of the seven means.
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