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MULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME 17, NUMBER 1, FALL 1989

Use of Linear Models vs.
Multiple Discriminant Analysis
with Three Groups

Samuel R. Houston
University of Northern Colorado

Clement Marcantonio
University of Southern California

ABSTRACT

It is well known that the three-group aiscriminant function cannot be
expressed as a spectalized case of the general linear model or muitiple Jinear
regression, However, researchers should be alert to the possibility that the
set of three-group membership vectors might be adequately represented by an
uniaimensional bipolar variable ot three points thus permitting the use of
regression techniques.

A research example s presenteo in which data were examineq both on the
basis of the threc-group multiple discriminant function as well as by
regression procedures, Results of the compardtive analysis were such that
regression techniques furnished an accurate picture of the finaings, The
obvious implication is to suggest that researchers consiger using a
three-point dependent variable and regression technigues when it makes
theoretical or logical sense to conceptualize the three-group membership

vectors as a single variable,




In the case of the two-group discriminant function it is wé]] known that
the discriminant weights are proportional to the weights for a multiple
regression equation of a dichotomous criterion group-membership variable on a
set of predictor variables. Thus, discriminant analysis for two groups is a
special case of multiple linear regression in which all Group 1 members are
assigned the score "1," and all éroup 2 menbers the score "0," on a "dummy"
criterion variable Y. Many early writers such as Garrett (1943) andg Wherry
(1947), as a result of the two-group re]ationﬁhip between the aiscriminant
function and multiple linear regression, stated falsely that discriminant
analysis, in general, was nothing more than a special case of multiple linear
regression, It shoula -be emphasized, at this point, that the relationship
between the discriminant function ana multiple linear regression holas only in
the case of two groups, bwhen there are more than two groups under
1nvestigation,>the'aigcriminant function reauces, not to multiple linear
regression, but to canoﬁica] correlation analysis.

In a doctoral dissertation completed at the University of Northern
Colorado, Marcantonio (1977) explored the relationships between selected
demographic ana personality characteristics as they relate to the variable of
the Divorcevlnftiating Party (I, Both, H/She). The author utilized multiple
linear regression techniques as he conceptualized the criterion variable of
the Divorce Initiation Parﬁy to represent a three-point bipolar vector. In
order to make more meaningful the comparison between the three-group
discriminant function with a specialized example in which the criterion
variable was scored on a three-point scale, 1t should be helpful to review the
main findings of Marcantonio (1977) derived primarily from correlational ana

regression procedures,




The Ss in the original study by Marcantonio (1977) consisted of 101
formeriy-married inaividuals who had participated in a divorce adjustment

seminar presented by a trained psychologist in Colorado during the Fall

Quarter, 1977. A1l the Ss were Eested prior to the start of the seminar. The-

tests included the Tennessee Self Concept Scale, the revised edition of the
Fisher Divorce Adjustment Scale (1976), ana the demographic questions. Below

are presented a list and description of the variables.

Description of the Variables

1. Tennessee Self Criticism Score

2. Tennessee Total Score

3. Tennessee Row 1 Score - ldentity

4, Tennessee Row 2 Score - Self Satisfaction

5. Tennessee Row 3 Score - Behavior

6. Tennessee Column A - Physical Self

7. Tlennessee Column B - Moral Ethical Self

8, Tlennessee Column ¢ - Personal Selt

9. lennessee Column D - Family Selt

10, Tennessee Column E - Social Self

11. Tennessee Total Variability

12, Fisher Divorce Adjustment Scale Symptoms-ot-Grict Factor

Variable 12 was the Symptoms-of-Grief Factor score obtained on the
revised edftion of the Fisher Divorce Adjustment Scale, The revised euition
utilized ftems for this factor on the original Fisher Divorce Aajustment Scale
(1976). For his study, Marcantonio selected out only those test items or
questions which haa factor loadings in excess of 0.40 and were of comp]exity‘

one. This variable measures the extent to which a person mourns the death of

the love relationship,
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13. Fisher Divorce Adjustment Scale Disentanglement of the Love-Relationship
| Factor
‘Variable 13 was the Disentanglement of the Love-Reiaéibnship Factor score
obtained on the revised edition of the Fisher Divorce Adjustment Scale. This
variable measures the extent to which the person dissipates the strong
emotional feelings that he/she héd for the former love-object person.

14. Fisher Divorce Adjustment Scale Feelings-of-Anger Factor

variable 14 was the Feelings-of-Anger Factor score obtained on the
revised edition of the Fisher Adjustment Scale. This variable measures the
ahger level of the divorcea party.

15. Fisher Divorce Adjustment Scale Rebuilding Social Relationships Factor

Variable 15 was the Rebuilding Social Relationships Factor score ubtainea
on the revised edition of the Fisher Adjustment Scale. This variable measures
the extent to which a person has learned to buila new frienaships ano to feel
comfortable with friends.

16, Time Separated from One's Spouse

Variable 16 was scored on a four-point scale:
1 identifying a § separated between zero and six months;

identifying a person separated between six and 12 months;

o Iro

identifying a person separated one to three years;

identifying a person separated more than three years.

[F-

17. Age of ,the Divorced Party

Variable 17 was scored on a five-point scale: 1 identifying a person who

fs between 20 and 29; 2 identifying a person who {s between 30 and 3%; 3

" faentifying a person who is between 40 and 49; 4 {dentifying a person who 1s

between 50 and 59; 5 identifying a person who 1s 60 or older.




18. Sex Status of the Divorced Party

variable 18 was binary cocea: 1 identifying a female S; 2 identifying a
male S.

19. Divorce Initiating Party

Variable 19 (the criterion variable) was trinary coded: 1 jgentifying
the situation in which S who was testea also initiated the aivorce; 2
iaentifying the situation in which both formerly-married parties initiated the
divorce; 3 identifying the situation in which the S who was tested aid not
initiate the givorce. Since the variable of Divorce Initiating Party was
essentially a bipolar concept, it was felt that a three-point numeric scale

could be utilizea to represent it as a one-dimensional vector.

Multiple Regression Analysis

"A list of the variables ana their abbreviations are presented in Table
1. In Table 2 are presentea the means ana standara ceviations tor the 1Y
variables studied. The intercorrelation coefficients among the 19 variables
are procuct-moment coefficients anu are presented 1n Table 3, Because one of
the variables is binary-codeu, some of the coefficients are point-biserial's,
In the Marcantonio study there was an attempt to measure both the total or
absclute contribution of a predictor variable to the criterion variable as
well as the unique contribution of a variable or set of variables to the
criterfon varfable, The tota) or absolute contribution of a predictor
vartable is measured by the square of the corralation coefficient between the
predictor variable and the criterion variable. The unique contribution of 4
varfable or a set of variables to the criterion variable was determined by

methods described in Schmid and Reed (196b). The authors explain that the

unique contribution of a predictor variables to the prediction of a criterion
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TABLE 2
MEANS AND STANDARD DEVIATIONS (N=101)

Variable Mean Standard Deviation

1 SC-1 35.56 5.53

2 T0T-1 264.48 12.71

3 RI-T 82.56 5.93

4 R2-T 88.25 7.08

5 R3-T 92.70 5.33

6 CA-T 55.83 4.1

7 CB-T 51.87 4.25

8 CC-T 47.86 5.1

9 €0-1 55,00 5.40

10 CE-T 53,3 3.98

1 VAT 36.79 ' 10.17

12 S0G-F 49.67 8.9

13 DLR-F 51.06 13.71

14 FOA-F 24.46 6.22

15 RSR-F 23.86 6.34

16 TIME 2,911 1.04 f

17 AGE 2.7 0.70

18 SEX 1.38 0.48

19 LIP 2.0 | 0.92 j¢w

. .
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variable may be interpreted in a couple of ways. If a predictor variable is
making a unique contribution, then knowledge of that variable furnishes
information about the criterion. Secondly, if a variableis making a unique
contribution, then two Ss, who are cifferent on the variable but who are alike
on the other predictor variables, will differ on the criterion. Thus,
according to Schmid and Reed, the magnitude of the unique contribution of a
set of variables to prediction may be measured by the difference between two
squares of multiple correlation coefficients (RSs), one obtained for a linear
regression model in which all predictors are used, called the full moael (FM),
ana the other obtained for a linear regression equation in which the proper
subset of variables under consideration have been deleted; this model is
called the restricted model, (RM). The RS for the RM can never be larger than
the RS for the FM. The difference between the two RSs may be testea for '
statistical significance with the variance-ratio or F test. The formula for
this test is as follows:

(RSpy - RSpu) / (DFpy - DFpu)

(T ="RSpm) 7 (N - DFfm)

in which N = the size of the sample,

RSFM = the square of the multiple correlation coefficient for the full
model,

RSRM = the square of the multiple correlation coefficient tor the
restricted moael,

OFFM = the degrees ot freedom associated with the tull mogel, that fis,
the nunber of parameters to be estimated in the full mowel, ana

DF,,, = the degrees of freedom or number of parameters to be estimated

RM
in the restricted model.,y n-
For a determination of which variables made a signiticant total or unique

contribution, see Tables 3 ana 4, Marcantonio's major findings include:




:1) . There was fourd to be a negative significant correlation between the
Tennessee Self Criticism (TSC) scores anu the Divorce Initiating Party (DIP)
§cores. This indicates that Ss with a healthy openness ana a higher capacity
for selt-criticism tend to be the initiating party in the civorce procedure.

2) There was found to be a positive significant correlation between the
Row 2 TSC scores ana the DIP scores. This indicates that Ss with a lower
self-satisfaction score tend to be the initiating party in the divorce
procedure.

. 3) There was found to be a negative significant corretatiorbetween the
Fisher Divorce Adjustment Scale (FDAS) Symptoms-of-Grief Factor scores and the
DIP scores. This indicates that Ss with high grief scores tend to be the

initiating party in the divorce procedure,

.4) There was found to be a negative significant correlation between Lhe
FDAS Disentanglement of the Love-relationship Factor scores and the DIP
scores. This inagicates that'§§ with high disentanglement scores tena to be
fhe initiating party 1n the aivorce procedure.,

.5) There was found to be a negative significant correlation between the
Age of the Divorced Party scores and the DIP scores. This indicates that 5
who weﬁF older tena to be the initiating party in the aivorce procedure.

6) The variables of the Age of the Divorceu Qgs fsand to be making a
significant unique contribution to the explanation of the DIP scores.

7) The variable of the FDAS Disentanglement of the Love-relationship
Factor was found to be making a significant unique contribution to the
explan;tion of the DIP scores.

8) The variable of the FOAS Rebuilding Secial Kelationship Factor was
found to be making a significant unique contribution to the explanation of the
DIP scores.

9) The set of 11 TSC Scales was not founa to be making a significant

unique contribution to the explanation of the DIP scores.
10
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Multiple Discriminant Analysis

The problem of studying the direction of group differences is essentially
a ;roblem of finding a linear combination of the original set ot predictor
variables that shows large differences in group means or centroids.
Discriminant Analysis is such a methoﬂ for determining the linear
combinations. A very readable aﬁd mathematical treatment of discriminant
analysis may be founa in Tatsuoka (1970). In deition, a mathematical proof
that the discriminant analysis and canonical correlational approaches yiela
identical results was given also by TatsuokaA(1953).

In Table 5 are presentéd the actual classification results for N = 101,
derived by the multiple ai@criminanf function for three groups when the 18
variables are used. From Table 5 it Ean be seen that 70 (69.31%) of the cases

TABLE b

DISCRIMINANT CLASSIFICATION RESULTS ON ALL VARIABLES
WITH ACTUAL PRIOR PROBABILITIES

Actual Number Predicted Group Membershﬁp
Group of (ases ] 2 3
Group 1 42 34 1 6
(83,3%) (2.4%) 14,3%)
Group 2 15 6 6 3
' (40.0%) (40,0%) (20,0%)
Group 3 44 1B 4 29

(25.0%) (9.1%) (65.9%)

were correctly classified; The numbers along the diagonals represent correct
classifications, while the off-diagonal numbers represent misclassifications.
The discriminant function was especiafly accurate for Group 1 (85.3%) and
Group 3 (65.9%).

In a forward-selection procedure it was found that Variables 13, 15 ang

17 were sufficient variables contributing to group separation in reducea space




with alpha = 0.05. It is interesting to obgerve in Table 4 that the unique
contributions of Variables 13, 15 and 17 were also significant beyond the 0.05
level when multiple linear regression procedures were employed. The
classification results based on the use of Variables 13, 15 and 17 in reduced
space with the prior probabilities the actual probabilities are presented in
Table 6. From an analysis of Table 6 it can be seen that 65 (64.4%) of the

cases are now correctly classified. Again, the most accurate predictions are

TABLE 6

DISCRIMINANT CLASSIFICATION RESULTS ON THREE VARIABLES
WITH ACTUAL PRIOR PROBABILITIES

Actual Number Predicted Group Membership
Group O0f Cases ) 2 3
Group 1 ) 42 34 1 7
(81.0%) (2.4%) (16.7%)
Group 2 ' 15 8 0 7
(53.3%) (0.0%) (46.7%)
Group 3 44 1A 2 31
(25.0%) (4.5%) {70,5%)

associated with Group 1 (81.0%) ana with Group 3 (70.5%). In Table 7 are
presented the classification results basea on the use of Variables 13, 15, ang
17 1n reduced space with the prior probabilities for each group set at
one-third, From the results of Table 7 it can be seen that 62 (61.4%) are now
correctly classifieq, [t is interesting to observe that by setting each ot
the prior probabilities to one-thirg for each sf the three groups, the
accuracy assoctated with predicting membership to lroup 2 has 1increased from

0.0% (Table 6) to 53.3% (Table 7) even though the overall accuracy has s1ippea

from 64.4% (Table 6) to 61.4% (Table 7).




. TABLE 7

DISCRIMINANT CLASSIFICATION RESULTS ON THREE VARIABLES
WITH EQUAL PRIOR PRUBABILITIES

Actual Number Predicted Group Membership
Group 0f Cases 1 2 3
Group 1 42 : 29 12 ]
(69.0%) (28.6%) (2.4%)
Group 2 15 3 8 4
(20.0%) (53.3%) (26.7%)
Group 3 44 6 13 25
(13.6%) (29.5%)  (56.8%)

In an attempt to produce a classification via multipTe Tinear regression
models alone, a series of binary-coded criterion variables were generated in
which "1" designated membership in a particular group and "0* represented
membership in one of the other two groups. Using this proceuure repeatealy,
the researchers produced a classification table which is presented in Table 8.
The three variables used as predictors for Table 8 include Variables 13, 1%
and 17} vFrom Table 4 it was determined that each of them was making a
significant unique contribution beyond the 0,05 level. From Table 8 it can be
seen that 69 (68.3%) of the individuals were correctly classified by means ot
the series of binary-coded multiple Vinear regression moaels, The square of

the multiple correlation coefficient for the series of binary-coded regression

models ranged from 0.266 to 0,366,

TABLE 8
MULTIPLE LINEAR REGRESSION CLASSIFICATION RESULTS ON' THREE VARIABLES
Actual Number Fredicted Group Membership
Group Of Cases ) 2 3
Group 42 35 0 7
. (83.3%) (0.0%) (16.7%)
Group 2 15 7 ) 3
(46.7%) {33.3%) (20.0%)
Group 3 44 14 1 2y

(31.8%) (2.3%) (66.9%)




Summary Comments

While it is well known that the three-group discriminant function is not
a specialized case of multiple linear regression, researchers should consider
the possibility that the three groups might form three points on a bipolar
continuum. If the set of three-group membership vectors can be captured by a
one-dimensional vector, then multiple regression techniques certainly would be
appropriate in the analysis of the data. Results from this study furnish an
example in which the ability to classify correctly increased from 68.3% to
Just 69.31% by using the discriminant function instead of multiple linear
regression. The slight increase incorrect classification hardly justifies the

use of the discriminant function in this case,
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The Meta-Analysis of the Effect of
Class Size on Achievement:
A Secondary Analysis
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California State University at Fresno

Dennls W. Leitner
Southern lllinols Univarsity at Carbondale

Abstract

One of the first examples of the use of Gene Glass' meta-analysis was the Glass
and Smith studies of the effect of class size on achicvement in school, Tt was
concluded that “a clear and strong relationship between class size and
achievement has emerged” (Glass & Smith, 1979). This paper presents the
reanalysis of the Glass and Smith data, removing small classes of five or less,
which are virtually tutorial sessions. The results show a greatly reduced eftect
on achlevement for small classes,

An carlier version of this paper was presented at the annual meeting of the
Mid-Western Educational Research Association in Chicago, Sept. 27-29, 1984,




PRTIN

Introduction

If teachers were asked if they favored smaller classes over larger ones, the vast
majority would probably respond that they favored smaller classes (Bain & Achilles,
1986). The rationale for this might be expressed in the following ways: the teacher-
student rapport is better in smaller classes, teachers can individualize instruction to
a greater extent resulting: in greater learning in smaller classes, and the attitudes of

both teachers and students improve in smaller classes. The importance of small

 classes can be underscored by noting that this topic is often an issue in teacher contract

negotiations. The opposing position, usually held by school administrators, is that the

achlevement of students in larger classes is cquivalent to that of students in smaller
classes and the larger classes are more éost-cffccﬁvc. )

Although a considerable number of research studies have compared student
achievement in small versus large classes, a representative sampling of the literature
would lcad to inconél(xsive t‘indings: studies can be found that favor large classes and
other studles can be found that indicated an a'dvtin'tago to small classes. Therefore,
tlﬁs topic is an ideal one for the application of a statistical technique called meta-
n?mlysis.

Meta-analysis, ploncered by Gene V Glass, is a statistical methodology for
lqtcgrnting & large number of individual studies. Glass (1976) divided research into
two types: primary analysis and secondary analysis. He defined primary analysis
as “original analysis of data in a research study,” while secondary analysis is defined
as “re-analysis of the data for the purpose of answering the original research question

with better statistical techniques or answering new questions with old data” (p. 3). He




continued to propose a new type of analysis, meta-analysis, which “refers to the
analysis of analyses...[or] the statistical analysis of a large collection of analyses
results from individual studies for the purpose of integrating the findings” (. 3).
The results of a meta-analysis are often presented in terms of mean effect size
and its place on the normal distribution, Effect size is usually defined either as the
difference between means of experimental and control groups divided by a standard

deviation:

where s = either the standard deviation of the control group
or a pooled estimate of the standard deviation

or as a correlation coefficient:

ES=r.

Glass and Smith's Original Meta-analysis
Glassand Smith (1976) performed a meta-analysis on the relationship between

class size and achievement. Thelr estimate of effect size was given by:

(323.7(()

o

ESy, =

where Rs = the mean achievement for the smaller cluss,

XL = the mean achievement for the larger class, and

$ = the estimated pooled, within-class standand deviation




After a careful search of the previous studies of the class size literature, the
document retrieval and abstracting resources, and the bibliographies of the studies
which were found, 77 studies were identified which yielded 725 effect sizes.
Glass and Smith (1979) reported that the mean of the 725 effect sizes was .088
and the median was .050. The standard deviation was .401, the skewness 1.151
and the kurtosis 7.461. The effect sizes ran gbd from -1.98 to 2.54, and 40% were
negative while 60% were positive (i.e. favoring smaller classes).

Glass and Smfth (1979) fit thp following quadratic least squares regression

maodel to the data:

ESSL=B0+plS+B252+ﬂ3(L-S)+e

where S = the size of the smaller class,
L = the size of the largcr class,
B Bys By B, = the population regression weights, and
€ = the error of estimate

Glass and Smith (1979) obtained the following summary table:

Source of Vadation,  .df. MS E
Regression 3 6.684 50.636
Residual 721 132




The multiple R for the model was .426. Substituting the estimated regression

weights in the model yielded the following regression equation:
A
ESgy =.57072-.03860 S +.00059 §%+.00082 (L. - §)

A graph of the regression line for achievement in percentile ranks on class size for

all data appears in Figure 1 (Note from Glass & Smith, 1979).
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Figure 1. Regression Line for Achievement

A number of other variables were also analyzed in this meta-analysis. Included
among these were year of the study, duration of instruction, pupiVinstructor ratio,
pupil ability, age, assignment of pupils and teachers, type of achicvement measure
and quantification of outcomes. However, of al the regression analyses performed
on the data, only two analyses provided any meaningtul information. These analyses
were bused on two comparisons: elementary vs, secondary students and well-

controlled vs. poorly-controlled studies.
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Smdcﬁts were sorted by age into two groups: those who were 11 years old or
younger (clementary stddcms) and those who were 12 years old or older (secondary).
Separate regression analyses using the model given earlier yielded the following
results for elementary school-aged children:
ELEMENTARY (N=342)

Source of Variation. df MS E

Regression 3 - 1898 38735

Residial . 338 049

The multiplé R for this model was .505. Substituting the estimated regression-

weights into the model yielded ihe following equation:

ESg, =.38503 - 02995 § +.00052 §7+.00344 (L. S)

]

The following results'were obtained for secondary school-aged pupils:

SECONDARY (N=349)
Regression - 3 5.667 27.377
Residual 345 | 207

The multiple R for this model was .439 and the regression equation was given by

the following:

ESy, =.75530 -,05024 S +.00071 $*+.00111 (L. - S)




A graph of the regression lines for both the elementary and secondary
groups for achievement in percentile rank on class size appears in Figure 2 (Note
from Glass & Smith, 1979), The graph indicates that the relationship between
small class size and higher achievement is more pronounced in the secondary

grades than in the elementary grades.
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Figure 2. Regression of Achievement onto Class Size by Grade Level

Finally, comparable regression analyses were done on groups of studies
classified as well-controlled versus studies classifled as poorly controlled. In well-

controlled studies, students were randomly assigned to large and small classes, while ;

intact classes were used in the poorly-controlled studies.




The analysis of well-controlled studies provided the following results:

WELL-CONTROLLED (N=108)
Source of Variation. ~  _df Ms E
Regression 3 4.226 21,784
Residual 104 194 '

The multiple R for this model was .621. Substituting the estimated regression

weights into the model yielded the following equation:

ESg, =.69488 - .06334 § +.00128 S+ .00783 (L - 5)

The analysis of the poorly-controlled studies yielded the following results:
" POORLY-CONTROLLED STUDIES (N=334)
Sourccof Varation ~ _df_ MS B
Regression 3 263 3.985
Residual 330 066

‘The multiple R for this model was .187 and the regression equation was given by:

ESg, = 07399 - 00587 § +.00009 5*+ 00376 (L - )




A graph of thg regression lines for both the well-control_lcd and poorly-con-
trolled studies for achievement in percentile ranks appear in Figure 3 (Note from
Glass & Smith, 1979). For studies using random assignment of student, the
achievement in small classes was markedly higher than in the poorly controlled

studies where random assignment was not used.
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Figure 3. Regression of Achievement onto Class Size by Control

Glass and Smith (1979) concluded that;

“u clear and strong relationship between class size and achievement has
emerged. The relationship seems slightly stronger at the secondary grades than
- the elementary grades, but it does not differ appreciably across different schools
subjects, level of pupil [Q, or several other obvious demographic features on
clagsrooms. The relationship Is seen most clearly in well-controlled studies in
which pupils were randomly assigned to classes of different sizes” (p. 15).

24




Criticisms of the Glass and Smith Mcta-analys_is A

Although the work of Glass and Smith appears to be quite conciusivc, ithasnot
gone without criticism. First, one contradiction in their findings is that only 60% of
the effect sizes were positive although they claim a “clear and strong relationship
between class size and achievement” exists. This means that, in nearly half (40%)
of the effect sizes, the achievement of the larger class exceeded the achievement of
the smaller class. In addition, an R? of .181 leaves almost 82% of the variance of
achievenent uncxplaincd by variation in class size. Even though a highly significant

proportion of variance is accounted for, there is much room for improvement.

Another criticism, presented by the Educational Rcsearch Service (1980), was
that the graph of achievement regressed on class size for well-controlled studies vs.
p’éorly-contfollc;l studies was based on only 14 studies. Of these 14 studies, a mere
six studies were conducted in situations that are typical of elementary and second
school.

Pcrhdps the most telling criticism of all pertains to the range of class sizes where
the largest increments in achlevement occur. As all the graphs presented illustrate,
the most pronounced change in the rate of achlevement occurs in classes smaller than
15 in number. Only minimal differences in achievement can be seen in the range of

20) 10 40 students, which are the more typlcal sizes of classes.

Reanalysls Eliminating Tutorlals
A large number of the small classes had only one to flve students enrolled.
These classes could more accurately be called “tutorial sessions.” The purposc of this

study was to reanalyze the Glass and Smith data eliminating the very small, atypical,




class sizes and observing the resulting effect sizes to see the impact of the “tutorial

sessions.” The data reported by Glass and Smith (1978) were entered into the

computer for this reanalysis. The results appear in Table 1.

Table 1. mmmmmummﬁmﬂdmﬁmmm

Study N Mean St Dev. Rz p<

Glwsend Smith 725 .088 401 .181 000g
Treczend Leiter 662 091 406 .180 goo)

Eliminating effect sizes
based on small class of
1 609 .046 356 .,060 0001
1-2 607 .045 356 .0S8 0001
1-3 601 .033 332 017 0176
-4 599 .03 330 .013 0493
1-5 598 .031 330 .012 .0609
Although Glass and Smith (1978) appear to have presented their entire data set,

the listing omits 63 effect sizes. For the available data, the mean was .091. The
standard deviation of the two data sets was almost identical as was the multiple R? for
our reanalysis. This gave us confldence, that while some studies were missing, our
reanalysis was not substantively affected, |

When the 53 effect sizes that included the small classes with only one student
were removed from the analysis, the mean effect size dropped from .091 10 .046 - a
decrease of nearly 50%. The standard deviation dropped from .406 10 .356 and the
R¥dropped from . 180 to .060 - leaving 94% ot'Att!c variance unaccounted for! The
33 effect sizes were from 8 studics, averaged .608 with a standard deviaiton of .566

and ranged from -.44 to 2.52,




When an additiona!l nine effect sizes were eliminated, representing small
classes with two through ﬁv; students, the mean decreased even further to .031,
approximately one-third of what it was for the full data set. The model involving
the three variables used in all analyses accounts for slightly more than 1% of the

variance in Effect Size and is no longer significant at the .05 level.
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Figure 4, Effect Sizes With and Without Small Classes

Figure 4 is a graph of the three regression of effect size on class size, plotted
: for the small class sizes of 1 to 20 (assuming a large class size of 38, which is the

average large class size for all studies). The gencral regression equation is:

ESSL-[}OHSIS+stz+BJ(L-S)+c




Looking at the left side of the graph, the top line represents the regression
line for all the data, the middle line represents the regression line with the small
classes of one student eliminated from the analysis, and the bottom line represents
the regression with small classes of fewer than six pupils eliminated from the
analysis. Empty circles and dotted lines depict projected information where data
were eliminated (i.e., studies with small class sizes of 1-5 removed). When the
unrealistically small classes are removed, the predicted effect size dramatically
decreases. The predicted effect size for a class of one student drops from approxi- _
mately .58 to .21, from what one, using Cohen (1977), might call a drop from a
medium to a smallkcffcct size. When the small class consists of about 20 students,
the effect size is about .05. If the average of a class of 38 were considered to fall
at the 50 pcrc;:ntilc, a class of 20 would fall at the 52 percentile (which is the
percentile rank of a z-score of .05),

The fact that class sizes for five or fewer students are virtually impossible for
the vast majority of school districts is underscored by the tenor of the major
longitudinal research study conducted in and partially funded by the state of
Tennessee. The rescarchers conducting this study, Whittington, Bain and Achilles
(1985) state that

welass size studies have often investigated the wrong sizes, studying
reductlons from 36 to 25 pupils are various grade levels. Perhaps the real
payoffs are achieved by reducing class size significantly — to 1§ pupils per
clagsroom teach in the primary grades, (p. 33)
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This rigorously conducted, three-year study followed students from kindergar-
ten, compared achievement in classes of 15 and 25 students and found significantly
ﬁighcr achievements in the smaller classes (Bain, Achilles, & Witherspoon-Parks,
1988). However, those smallerclasses were much largerthan many included in Glass
and Smith’s meta-analysis, and itis the effect sizes from these extremely small classes
that drastically inflate the mean effect size they report.

In conclusion, the increased achievement that Glass and Smith attributed to
small classes may be substantially less than claimed after deleting the effect sizes
based on atypically small classes of one to five students. However, other positive by-

products of small but feasible class sizes may still be found.
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Prediction of Academic Success in
Computer Programming and Systems Design
Course Work
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ABSTRACT

The study investigated the ability of 17 intuitively selected
cognitive and affective variables to differentiate between the
academically successful and unsuccessful subject in regard to
computer programming and  system design course performance.
Furthermore, the ability of Computer Programmers Aptitude Battery
(CPAB) to predict academic success in pro?ramning and systems R
design was explored. The analysis, which employed factor [
analysis, stepwise regression and MANOVA, revealed that two ‘
variables--recognition of assumptions and diagramming
~=differentiated betwean the successful and unsuccessful system
dasign students, whereas three variables-~diagramming, test
anxiety-worry and embedded figures ' ability--differentiated
between the successful and unsuccessful p: student. The
results suggested that the CPAB is a predictor of academic
performance in programming and systems design. However, the
factors identified herein as good differentiators not contained
in the CPAB may merit consideration in the development of future
standardized camputer programming/systems design aptitude tests.
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Note: This article is based on a paper originally presented at
the first Data Con Educator Conference, St. Louls, MO, September
24, 1985,

INTRODUCTION

With accelerating usage of computers in both educational and
business envirerments, providing effective instruction to potential
data processing users is increasingly important. Unfortunately, not
everyone may be suited to perform scme of the high level tasks
associated with the upper strata professional Job titles within the
computer science industry. Therefore, the ability to predict success
in data processing training based on a muber of cognitive and
affective abilities could be helpful in screening potential
applicants ‘for camputer sclence academic programs.

However, much of the research to date focuses upon prediction of
achievement only in programming classwork (Burna, 1973; Williamg,
1976; Mclaughlin, 1981; Irons, 1982). Thus, systems analysis, an
area critical to the provision of efficient camputer systems is often
overlocked from a measurement standpoint, Thias may be due to the
fact that systems analysis is often viewed as an extension of
programming since historically people £illing systems deaign
positions began thair careers as programers. ‘

Furthermore, in regard to skills required in these Jab titles
there appears to be a certain degree of differentiation. The
programmer often works on a specific program that makes up only a
small portion of the entire system, whereas the system analyst must
have a more global orientation in that he/she must design a system
that will be made up of a multiple programs that interact with each




other. fThis trend of giving priority to prediction of success in
progmminghasappearedintheminessemirom\emaswell. For
exanple, one of the more widely used standardized instruments in the
prediction of vocational success in data Processing, the Camputer
Programmers Aptitude Battery (Palormo, 1974), pPresents adequate
technical data in regard to prediction of success in the field of
programeing. However, since thig instrument has been validated as a
predictor of programming potential primarily in a business
envirorment, its relative predictive power in an academic enviromment
has not been totally established. 1n addition, the test battery
assumes an overlap between the skills required for systems analysis
and programming, meaning that the instrument's ability to predict
Success in systems analysis requires further validation.

Therefore, the present study was designed to validate empiricany
which of a rumber of intuitively selected cognitive and affective
abilities are required for success in second year academic computer
programming and system analysis courses, More specifically, an
attempt was made to determine the relationship between and among
cognitive and affective variables required for achievement in both a
camputer programming course (Advanced COBOL) and a systems analysis
coursa (Advanced Systems Analysis and Design) . Furthermore, an
attempt was mada to ascartain the ability of the Camputer Programmers
Aptitude Battery to predict academic success in computer programming
and systems analysis.
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this situation properly a two—prong approach was used in selecting
variables for the study. First, some of the instructors felt that
differences in achievement were Que to factors in the cognitive
domain, particularly those abilities associated with the analysis and
synthesis levels. Second, same of the committee suggested the
differences might be related to affective considerations, especially
in regard to anxiety resulting from course expectations. The major
class requirement that was contained in the system design classes ang
not in the programming courses was a written document that suggested
a solution to a given system design casa study. This report was to
be compiled over the entire semester and was weighted 25% in regard
to final semester grade determination.

The Instructors then reviewed a list of both cognitive and
affective
variables that had proved pertinent in previous research designed to
salect items related to success in academic computer science related
courses. From this list the group of instructors selected a number
of both cognitive and affective factors that thay felt might clarify
the differences ocbeerved between programming and system design
performance. The success that Baleutz, 1975 had in the validation of
cognitive setyle as a predictor of success in mastering computer
programming led to the inclusion of cognitive style. To ascertain




(Witkin, Oltman, Raskin ang Karp, 1971) was employed due to its ease
of administration and adequate reliability anq validity data. The
work of Hunt and Randhawa, 1973 that ascertained a relationship
between some of the subtest of the Watson Glaser Critical Thinking
Appraisal (WGCTA) ard performance in an academic camputer science
training situation prompted the group to incluge all five subtests of
the WGCTA (Watson and Glaser, 1580), In addition to these cognitive
factors, the Camputer Programmers Aptitude Battery (CPAB) (Palormo,

effective solution can pe reached. Thus, the Test of Creative
Potential (TCP) (Hoepfner and Hemerway, 1973) was used to determine
the relative degrea of creativity within the sanple of subjects.
Regarding affective factors the committee discerned that a high
level of persistence is required on the jcb as well as the ability to
reach a high level of technical achievement, both characteristics
assoclated with an individual that displays a task-orientation,
Therefora, the task-orientation scale of t}m Orientation Inventory
(ORI) (Baas, 1977) was brought into the study. Furthermore, the
instructors voiced a concern regarding anxiety interfering with
individual performance in e\)aluative situations in both the
programuing and systems analysis academic environments., To ascertain
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the degree of this anxiety the results of the Test Anxiety Inventory
" (TAT) (Spielberger, 1980) were added to the data analyzed. The final
affective factor included by the group was attitude toward systems
design. Several instructors stated that rumors circulating on campus
concerning the difficulty and workload of the course may have
predisposed certain students to enter the class with a bit of
apprehension that may have affected their performance. A Scale To
Measure Attitude Toward Any School Subject (SMATSS) (Remmers, 1960)
was employed to measure attitude toward systems analysis.

The selected instruments were given, one instrument a week,
starting with the second week of the semester. The order of
administration was
(1) 8MsS, (2) ORL, (3) TAI, (4) GEFT, (5) TCP, (6) WGCTA, and (7)
CPAB. By employing this strategy it was hoped that reliability would
be enhanced since the maximm testing pericd was limited to the
longest of the instruments, reducing subject fatique, Furthermore,
this situation allowed only cne teast to be administered per class
period which limited the poasibility of contamination occurring as a
result of interaction between tha material contained on the
instruments.

‘Sample

The subjects were 106 students enrolled in one of three sgctions
of Systems Analysis and Design Ir (DP 242) at st. louls Community
College at Meramec, Kirkwood, Missourl. Enrollees in this class are
typlcally near completion of an Associates in Applied Science in Data
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Processing or a Certificate of Proficiency in Data Processing. The
composition of the sample was 45 male and 61 female. The average age

was 28.5.

Apalysis

The raw scores for all the standardized instruments and the
finalcmrsegradesinbothSystemsAnalysisa:ﬂDesignIIamia)BOL
Il programing were obtained. In addition, the project grade
assigned to the students in Systems IT was included. This addition
brought to 19 the mmber of variables utilized in the study.
Descriptive statistics using the entire sample as a data base were
generated. The intercorrelational matrix computed by the Pearson
product-mament procechure containing 19 variables was further analyzed
using the common factor model (Nile, Hull, Jenkins, Steinbrenner, and
Bent, 1975r Gorsuch, 1974). After eigenvalues for the reduced
correlation were calculated, a criteria of an eigenvalue > 1 was set
for inclusion. Next the main diagonal of the correlation matrix was
replaced with commonality estéimatas. These estimates were
ascertained as a result of the miltiple correlations obtained for
each variable. Thus the factors were extracted from the reduced
correlation matrix and the respective amounts of variance accounted
for by these factors were replaced in the matrix as the current
estimates of commonality, It took six iterations to reach the
n\odel"s maximm allowable absolute differernce between successive
commenality estimates, which was a value less than .001. Five
factors were extracted using the SPSS routine for principal
component factor analysis. Then each structure was rotated to
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obtain a nomalized varimax solutien (Nie, Hull, Jenkins,
Steinbrenner and Bent, 1975).  loadings that contained values equa]_
to or exceeding .30 were considered significant.

Two different stepwise regression equations were formulateq
employing all variables in the study as predictors except the two
course final grades which were used as criteria. The first analysis
was designed to ascertain which variables could be considered
predictors of academic performance in programming course-work while
the second computation was devised to determine the potential
predictive variables in a formila e:rpioying academic performance in
systems analysis ag the criterion., fThe prabability of F-to-enter
(PIN) for both of these equations was set at .J..‘ The results of the
step-wise regression analyses identified five potential predictors of
academic performance in camputer programming and two predictors of
academic success in systems design.

One of the charges of the bPresent study was to identify cognitive
and affective abilities displayed by the successful and unsuccessful
students regarding their achievement in two distinctly different
types of data processing courses. To meet this charge two different
analyses were undertaken to validate the predictors cbtained from the
regresaion analysis, First, the subjects were divided into two
groups based upen the final grade they received in copor, programming,
Those students with a B or above were considered thae high group
(PHI). Subjects that received & C or balow ware deemad the low group
achievemant group in regard to programming (PLO) . A one-way
multivariate analysis of variance (MANOVA) was then performed on the
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five variables selected by step-wise regression. The second leg of
theanalysiswassimilarinstructureexceptthegroupingwasbased
uponthefinalgradethesubjectsobtainedintheAdvancedSystems
Analysis and Design course. Students who received an a or B in
systems were classifieq high (SHT), while a subject receiving a
grade of C or less were characterized as low (SIO). A one-way
MANOVA was then applied to the two variables identified by the
regression equation to be predictors of achievement in systems
design.” The MaNovA technique was utilized due to its ability to
allow the researcher to view differences among groups of subjects on
several variablesg simultanecusly (Jones, 1966) , In this case an
analysis involving five variables was possible on the programming
split, while two variables were analyzed in relation to the system

design groups,

RESULTS AND DISCUSSION

The results of the descriptive statistic analysis and
intercorrelation matrix are Preaented in Table 1. Factor analysis
using the principal camponents method was undertaken utilizing tha
intercorrelation matrix as tha data source. on examination of the
results the varimax rotation procedure was employed. Tha varimax
rotated factor matrix is included in Table 2.

Qutcome for Factor I - General Knowledde .
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As can be seen from Table 2, eight variables had loadings greater
‘than .30 on Factor I. Four of these items in the form of the
subtests inference, deduction, interpretation, and evaluation of
arguments came from the WGCTA. In light of the fact that the weera
has been found to correlate ;,Jith general intelligence (Watson ‘and
Glaser, 1980) it would seem prudent to have portions of WGCTA
included as a poftion of this factor, In addition, three of the
subtests of CPAB were represented in Factor I. Those measures were
verbal meaning, reasoning and mumber ability, The correlations
obtained between these subtests and the Thurstone Test of Mental
Alertness (TMA) (Palormo, 1974) would seem to support thelr addition
to the gene.ral knowledge factor. Given the acceptance of the
supposition that the DA is actually a test of verbal and
mathématical abilities (North, 1972), the correlations (+74 between
the ™A and verbal ability, .78 between the ™A and reasoning, .66
batween the TMA and nurber ability) eupport the inclusion of these
abilities in Factor I. The final variable that loaded within the
general knowledge factor was the TCP score. Although the TCP loaded
higher on Factor II, its inclusion in the factor might be explained
by the fact that two of its three subtests use a structure that may
ba based cn cne's general knowledge, For exampla, the writing words
exercise requires the subject to generate as many synonyms as he/she
can for a given word, Certainly a strong varbal individual would
have a broader base fram which to proceed than a person with weak
verbal skills. The Licensa Plate Words subtest may also relate to
verbal ability since the subject is expected to develcp words using
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the letters appearing in the license mmber and use them in a given

sequence.

Qutcome for Factor II - Analytic Ability

Five variables loaded within Factor II and 3in regard to
commonality among these variables the ability to disembed material
was required. The first variable, the GEFT, measures the degree of
field dependence/ '
independence displayed by a subject. This cognitive style construct
has loaded in factor-analytic studies with the analytical factor of
the Wechsler intelligence tests (Goodenought and Karp 1961; Karp,
1963). The placement of the GEFT within the analytic factor in this
atgdy would be consistent with this prior research. The letter
series subtest from the CPAB was the second variable that loaded on
Factor II. In this test one series of letters with an embedded
pattern is presented to the subject to serve as the criterion. The
subject must then analyze the letters and determine the next letter
that would occur in the pattexrn. Therefore, the abilitles needed for
success in this test would fit into the mold met by the analytic
ability factor. Diagramming, also a subtest of CPAB, was the third
variable to load on Factor II. Since this test is deaigned to
examine the participants analytical ability to effect a solution to a
problem presented in flow chart form in regard to logical sequence of
staps, it would seam appropriate for this variable to be included in
Factor II. Tha TCP appeared again as the fourth loading in Factor
II. Perhaps it is the test structure that places this variable in
Factor II. The license Plate Words subtest, .for exarple, would
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require an analysis of letter patterns. 1In this analytical task, the
~ license mmber wouldhsexve as the embedded portion to a number of
swrounding fields; those swrounding fields, of course, would be
all the words the subject could devise. Therefore, the Presence of
the TCP in Factor II can be explained if the assumption regarding the
test's structure, which appears to route its placement outside of a
single creative factor, is accepted. The last variable to loag on
Factor II was the course grade in OOBOI, programming. Being able to
write programs fram scratch based upon several baragraphs of
specifications "woﬁld undoubtedly require analytical skills,
Furthermore, the debuéging of these programs after their development
would involve a high degree of disenbedding ekills, since a very
minute hidden detail within the program can Cause an execution

failure,

professors in programming and systems deaign. In cne
respect this factor might be an indication of the subject's ability
to function in an academic ewiromment.  Howaver, both courses
require a substantial workload either through design projects or
programs.  furthermore, there is no sat teamporal pattern regarding
capletion of the activities in either course. Both typos of
activities require persistence on the part of the students to make
sure that they camplete the assignments and complete them correctly.
For example, a program written in copoL may not execute properly on
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the first, secong, or even the third try, In fact, it may take
several more analysis, correction, and resubmission cycles before the
desired results are cbtained, Therefore, an underlying component of
the academic success factor may be persistence.

ou or Factor = Test Anxie
Within the fourth factor, loadings occurred on three variables,

The two variables that displayed the strongest loadings were the two
subtests contained in the’ TAT. ‘The third variable identifled in the
anxiety factor was the interpretation sﬁbtest from the WGCI'A This
same variable loaded at .530 on Factor I, meaning that its loading on
Factor IV of .307 might be considered to be of secondary mportancé
to its contribution to the general knowledge factor. 'fherefore, its
appearance, although not expected of a variable generally considered
to be related to knowledge, may not be totally inconsistent with
relationships cbserved between TAI subscales and instruments that
are deperdent on reading comprehension. For example, the
correlation presented in the TAT manual between the Nelson-Denny
(ND) comprehension subtest and TAT total score for males was =-.20
and ~,25 for females (Splelberger, 1980),

W&iﬁm

An interesting combination of three variables was obtained from
the loadings of Factor V. The highest loading occurred on attitude
toward system design, while lesser loadings were recorded for the
recognition of assumptions and deduction subtests for the WGCTA, In
the case of the deduction appraisal, the loading obtained in Factor v
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was secondaxy in magnitude to its loading on the general knowledge
factor. However, recognition of assumptions loaded only on Factor v_-
Although the relationship among deduction, recognition of assumptions
and attitude towarg systems design cannot be explained with the
clarity of same of the other factors cbtained in the present stugy,
perhaps there 1s some relationship among the variables due to the
subject's prior experiences, Interestingly, a negative relationship
was obtained between recognition of assumptions and attitude towarg
systems design. It may be that in this study the subject's attitude,
if negative or suspicious of new experiences, influenced his/her
performance on other variables containéd in Factor v. fThe fact that
attitude loaded negatively on the other variables in this factor
would tend to support this assertion. However, similar negative
relationships hav; been found in other studies (Defleur, anq Westie,
1958). Perhaps this Negative relationship is due to a lack of direct
relevant experiences, According to Regan and Fazio, 1976, direct
exparience is a crucial factor in the development of an attitude
which is consistent with behavior. In the case of the two variables
that loaded only on Factor V, prior direct experience could influence
the magnitude of the scores chtained,

However, to prove or disprove thig asgsertion, additional research
naedstobewuarwmtoalcertainmctherlackotdimctmcperience
in system design related functions is responsible for the hegative
relationship cbtained .between recognition of assumpticns and attitude
toward system design. It could be hypothesized that applying the
same messure of attitude to the subjects after campletion of the




SS S1s

With the relationship among the various cognitive and affective
variables by means of factof analytic methods camplete, the next
phase of the investigation was carriegll out using regression analysis
on the 19 cognitive and affective variables recorded, Two separate
analyses were carried out, The first employed final grade in systems
design as the criterion and all but one (final grade in COBOL) of the
ramaining 18 variables ag predictors, while the 8econd equation used
final grade in ooBor programming as the criterion and tha remainder
of the 18 variables minus final grade in systems design as the
predictors.

The results of the stepwise regression analysis in which systems
design performance was the criterion ylelded two predictor which
~ cambined to account for 16.s percent of the variance. 0f the two
predictors, diagramming accounted for 12.2 percent of the variance
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while the remaining portion of the 16.s percent was attributed "¢y’
recognition of assumptions. In the other analysis, which employeq’
COBOL programming performance as the criterion, five variables were'
included in the equation before the PIN = 0.100 1limit was reacheq.
The variable that made the major contribution regarding variance
accounted for was diagramming, This variable, by itselr, accounted
for 21.0 percent of the variance. In a somewhat surprising
development, attitude toward systems design was the secord variable
selected as a predictor for the equation. This variable, when
coupled with diagramming, accounted for 24.4 percent of the variance.
The next two variables added to the formula were the two TaT
subscales, worry and emotion. Their addition increaseq the
accumulative variance accounted for to 31.5 percent. The final
predictor included in the equation was the GEFT score, Its
inclusion raised the total accumulative variance explained to 34.0
percent.

The fact that dlagramming was picked as the main predictor in
each of the equations would tend to indicate that there is some
overlap of ekills required for guccess in the two disciplines.
Purthermore, it meems logical to expect that the major predictor in
each analysis would come from the analytio ability factor. A second
variable (GEFT) frem this factor appeared in the programming
performance analysis reinforcing the importance of factor analytic
ability, In all 23.% parcant of the variance wag explained by
variables that loaded on Factor II in the programming performance
prediction equation. Variables from Factor V appeared as predictors
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predictor in the formala that employed systems design performance as
the criterion. while attitude toward Systems design appeared as a

anxiety factor. Variables that loaded on this factor were included
only in the equation enploying programming performance as the
criterion. In this step-wise regression equation both subscales from
the TAT were identified as predictors, '

Validation of ictors -10

The two potential predictors of academic achievement in systems
design having been determined, the answer of whether the abilities
ldentified daid indeed differentiate between tne successful ang
unsuccessful systems design student was Sought. Table 3 presents the
means and standard deviations for the sHI-sIO groups in systems
design regarding performance on the predictors diagramming and
recognition of assumptions, In terms of magnitude, the SHT group
n\eanexceededtrmsmqroupmnonbothpredictora. However, to
strengthen the analysls, a MANOVA was performed on both predictors to
ascertain if there was any significant difference between the SHI-s1o
groups on either predictor. The averaga P-tast with
(F(2,208)=1807.20 waa significant wall beyond tha .05 1level.
Furthermore, the univariate P-test with 1 and 104 degrees of freedom
revealed a value of 2420.00, p < ,05 for recognition of assumptions
and a magnitude of 1685.84, p < ,05 for diagramming. ‘Therefore, it

would appear that diagramming and recognition of assumptions are not
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only good predictors of academic success in systems design, but also
significantly differentiate between successful and non-successful
students,

A similar strategy was used to analyze the ability of the
predictors of COBOL programming performance to differentiate between
successful and non-successful students. In this analysis the average
F-test for the five variables identified as being predictors of
success in COBOL programming was (F(5,520) = 10.14, p < .05,
However, in this case there was not the clear difference in the
magnitude of the means particularly in the variables: attitude
toward systems design and TAI~emotion as is illustrated in Table 4.
The results of the univariate F-tests confirmed that significant
differences occurred on only three of the five predictors:  GEFT
score (F(1,104), p < .05; TAI-worry (F(1,104), p < .05; and
diagramming (F(1,104, p < .05, The other two predictors: TAI-
emotion (F(1,104), p > .05 and attitude toward systems deaign
(F(1,104) p > .05 did not significantly differentiate between the
FHI-PIO groups. In regard to diagramming and the GEFT the
difference, which would be expacted, was in favor of the PHI group.
However, in the case of the TAI-worry, the scoring difference was in
favor of the PIO group, which would indicate an inverse relationship
between TAI-worry and COBOL programming performance.

Sumary
In the eampirical validation attempts to identify variables
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related to academic success in both COBOL programming and systems
design, the original list of variables was significantly reduced
after the MANOVA treatment. The variables found to be predictors of
course performance in system design and differentiate between high
ardlcmachieversinregamtocwrsegradewrediagrmmingam
recognition of assumptions, whereas the predictive variables that

differentiated between high and low achievement in the COBOL course

were diagramming, TAT-worry, and the GEFT. The results of these
findings are mixed in regard to the validation of the CPAB as a
predictor of academic achievement in data processing related
courses. First, on the positive side the diag'ranm\iné subtest of the
CPAB was the major contributor in the prediction of success in both
courses, However, variables from factors not included in the
coverage of the CPAB were identified as part of the academic success
formula. For example, recognition of assumptions was included from
the prior experience factor, a factor which contained no leadings
from CPAB variables, Furthermore, TAI-worry was a predictive
variable that loaded on the anxiety factor, a second factor that did
not include variables from the CPAB subtests. Therefore, based on
the results of this study ona could conclude that there are one or
more important factors missing frém the measurement ability of the
CPAB in regard to the prediction of academic success in both
programming and gystems design ocourses. Whether or not the
importance of the missing factors could ba substantiated in regard to
vocational success is a questionA for further research which would
have to focus upon two questions. First, is there a difference in
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Second, is the anxiety worry level of
Successful programmers less than that of non-successful Programmers?
Obtaining the appropriate data sample to determine this
may be difficult,

information
since only the people that complete campany
training programs in these respective areas are normally appointed to
these positions, Therefore, the successful /nan-successful split
might be undertaken based on a subject's ability to Buccessfully

canplete company training in programming or systems design.

the results of the study suggest that a reduction in
administration time, as compareq with the total CPAB, could he
realized if testing was limited to the variables sel
differenti.ators.

ected as gooq
To measure potential in  programming the
administration time would drop to 63 minutes (diagramming = 35, TAI-
worry = 8, GEFT = 20), Also, the time required for administration of
& systems design oriented predictive instrument would be less than
the whole CPAB> fThe time required to administer thig instrument
would be 45 minutes (diagramming = 35, recognition of assumption =
10). If an instrument wag desired that would provide broader
Coverage, recognition of assumptions could be added to the academic
programming predicticn instrument, thereby, increasing its predictive
potantial in the area of systems desion. The time required for thig
testing devicea would be 73 minutes (dlagramming = 35, TAI-worry = g,
GEFT = 20, recognition of assumptions = 10), However, the testing
time requirements for this comprehensive evaluation exercise would be




inthesanerangeasthetotalCPAB. 'Ihisdevelopmentmuldmean
that this comprehensive evaluation exercise would be in the same
range as the total CPAB. fThis development would mean that reduction
of administration time could be realized only on the two specific
suggested measurement devices, programming and systems design.
Therefore, the advantage of the coamprehensive instrument would be
that an increase in breath of Coverage could be cbtained while
maintaining an administration time in the seventy minute range.
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Table 2

Varimax Rotated Factor Solution
For 19 Variables*

Estimated
Commonality
Principal

Variables I Ir I IV v Components Interactive
T 334 : .34 .26
~Task .14 .07
-Worry -.839 .74 .86
-Emotion ) -.795 66 .68
TA~Inference «525 .48 42 :
TA-Recognition o

of Aasumptions 420 «36 .32 éi
TA~Deduction .529 .363 .48 - 46 i
TA-Interpretation .530 .307 b4 .43 5
TA~Evaluation ]

of Arguments 452 W34 .34 9

.B-Verbal Meaning 781 .57 .68 &
\B-Reasoning +693 .61 «59 4
\B-Letter Series 710 .50 .57 A
B~Numbar Ability + 542 A7 .37 E
B~D{agramming +644 +52 .61 F'
' 387 435 A5 +40 Y
item Deatign §
‘toject Grade 17 .63 «53 i
1al Grade Systema :

Dasign 951 75 97
ttude Toward
iystoms Design -, 511 27 .26 A
1al Grade 13
‘obol Programming .482 ,520 .38 o33 s

vadings Less than .30 have been omitted

54 3




Means and Standard
SHI and SLO Sy

Table 3

Deviations for the
stem Desgign Groups

Mean SD
Variable SHI(N=65) SLO(N=41) SHI SLo
Diagramming 26.2 21.2 5.7 6.5
Recognition of
Assumptions 13.5 11.9 2.4 3.0
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Table 4

Means and Standard Deviations for the
PHI and PLO COBOL Programming Groups

Mean SD

Variable PHI(N=79) PLO(N=27) PHI PLO
Diagramming 25.7 19.9 5.7 6.8
Attitude Toward .. )
System Design 7.9 7.7 0.7 1.0
TAL - Worry 12.8 15.8 4.4 6.0
TAI - Emotion 15.1 15.7 5.0 6.3
GEFT 14,9 11.7 - 3.7 4,9
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Some Coping Mechanisms
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Abstract

Impairment among physicians due to high stress levels has been
documented in the past, but little research has been conducted
concerning the coping mechanisms physicians use to reduce their
stress level. The present study analyzed responses from 377
physicians across the country to determine what mothods ware most
effectiva. It is concluded that prodiction of stress level on the
basis of employment of 15 coping mechanisms s not possible, but that
physiclans with lower stress levels use 6 of the methods more than
_their high stress countarparts. Other demographic differences are
also analyzed, and implications for the training of medical students

L}

are discussed.
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OCCUPATIONAL STRESS AMONG PHYSICIANS: SOME COPING MECHANISMS

Counselors and counseling psychologists are becoming
increasingly aware of occupational stress among professionals,
including physicians. Pfifferling (1980) indicates that the modern
profession is intensely c;:ncerned with problems of impaired
physicians, many of whom are under severe pressure and suffer from a
number of stress-related disorders as they attempt to reconcile the
often heroic image of physicians with their individual deficiencies.
The pressures that come as a result of heavy workloads, complex
schedules, coping with difficult clients, maintaining currency in the
profession, and preserving a satisfactory personal life increase the
probability that physicians will continue to be prime victims of
stress-related disorders (McCue, 1982).

Selye (1976) concluded -that medical interns in many U.,S.
hospitals endanger both their performance and their health as a
fesult of excessive stress. He noted that radio-telemetric
observations on both medical students and physiciana, taken while the
subjects were performing stressful tasks, almost always revealed
tachycardia, which roughly paralleled urinary catecholamine
excrotion,

Krakowski (1982) noted that most studies of physicians reveal a
greater Incldence of affectlvae diaordor's, sulclda, dlvorce, and
alcohol and other drug dependance, than for the general public,
Numerous authors offer support for this statement (deSole, Singer &
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. Arons, 1969; Sargent, Tensen, Retty & Raskin, 1977; Vaillant,

Brington & McArthur, 1970; Williams, 1980). Relatedly, Selye (1974)
camnented that the irbidence of coronary artery disease is correlated
with stress, and 'sﬁgqested that the high percentage of A type
persomlities among physicians may be responsible.

Reasons for the high level of stress among ghysicians ‘as well

as the nature of that stress, are varied. Numerous r&earchers have
assessed oausal factors and how such factors turn into emotional
problens (Bates, 1982 Krakowski 1982; London, 198l).

~ The present research, however, focuses on how p!ﬁrsicians cope
with stress. The authors believe that individuals do have the
capacity to deal effectively with stress. Research on this topic has

‘been much more limited, and is ‘more related to cbnjecmre or -~

‘oper'x-ended questions than to empirical methods.  Maxrwor {1953)
. suggested contact with colleagues and members of othar professions
could be useful measures to alleviate stress. Bellak (1974)
mentioned physical activity and mixing the caseload as ooping
mechanisms. Gquenbuhl-(:rﬁig (1971) -added the need for cultural
activities. Londen (1981) found family, hobbies, and religion to be
three additional stress relievers that some physicians £ind helpful.

“ . Unfortunately, none of these studica doals exclusively with
physicians, thus raising the possibility that physiciana may employ
different coping machanisms, or employ similar mechanisms with
diffarent frequencies. Tha purposa of the present study is to look
st bow physiclans cope with stress, and to attenpt to aiftarunt iats
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between those reporting high stress and those helieving they have 1ow
stress, on the basis of their use of various ‘coping mechamSns
Through these results, it is hoped that counselors and medjcal
educators can suggest coping techniques to their students ang
encourage the use of such techniques. in the attempt to - deal
positively with stress.

Procedure

A total of 1,000 physicians was rardomly selected from across
the United States via an APA listing and sent a one-page
questionnaire asking them to rate their use of 15 coping mechanisms
on scales of 1 to 4. 1In addition, they were asked to rate how
stressful they perceived the practice of medicine to be on a scale of
1 to 10, what their specialty was, and what type of practice (e.q.
office, hospital, research, etc.) they maintained.

After follow-up procedures, there were 377 usable replies to the
questionnaire. The resulting data were analyzed by multiple
regression and multivariate analysis of variance (MANOVA) to look for
differences in the use of coping mechaniems among those with high
versus low self-reported stress.

Results

A forward stepwise miltiple regression was used to determine how
much overall stress level could be accounted for by the 15 coping
mechanisms. The optimum equation ylelded an R? of 119, indlcating
that overall stress lavel cannot be adoquately predicted by the
extent to which physicians usa the 15 coping strategles. As a group,




the 377 physicians reported a mean overall stress level of 5.92; with
a standard deviation of 2.15;

A reviewer of a previcus version of this article suggested that
a matrix be obtained of the correlation of the items with each other,
and that negatively correlated items be eliminated on the grounds

that they do not measure the coping concept. When this was done,

there were only two ‘negative correlations, and it was believed that

the advantages of re—analyz:mg the data were not enough -to justify

disruption of the integrity of the questlonnaire. w Cronbach's alpha

was .74,. givmg further 1nd1cation that the measure is reasonably

internally consistent.

The physicians were put into two groups based on a median split

of theif boverall stress level. A one-way MANOVA (Stress Level) using
all 15 questions as deperdent variables was performed to determine
what. coping mechanisms low stress’ physicians employ that their high
stress colleagues do not. The overall MANOVA was significant (1'2 =
12, p < .001), allowing subsequent analyses of the univariate cases,

a procedure seen as viable by Tabachnick and Fidell (1983), among

' others. The risk of an inflated Type I error rate does exist,
encouraging caution in interpretation. Lower-stressod physiclans

engaged in six coping strategles more than higher-stressed doctors,
as indicated in Table 1.
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Table 1

1.

*2,

3.

V¥4,

*9,

*10.
11'
12,

*13,
14,
*15,

iatio

Item

I cultivate non-medical interests.

I distribute my workload evenly in
terms of time.

I set realistic goals for myself.

I derive professional satisfaction
from my medical specialty.

I share coverage of my patients with
other physicians.

I take frequent vacations.
I develop my professional campetence.

I maintain effective communication
ard good rapport with other physicians.

I distinguish my personal responsibilities
from my professional responsibilities.

I engage in physical exercise.
My office staff is effective with patients,

I give my patients educational information
about their medical conditions.

I receivo adequate rest and relaxation.
I strive to dovelop a strong family life.

I malntain a sanse of humor.

ratatistically significant (p < . 08)

62

i

3.10

2.67

2.89

2.41

3.41

3.36

3.28
2.83
3.24

3.12
2.66
3.34

3.24

SD

.75

.73

.67

.58

.89
.84

.60

.58

.66
u87
«56

'80
1
«66

«60




Males and females did not differ in overall stress level

t = .57, NS), or in their responses to the 15 questions (1’2 =
.05, Ns). It should be noted, however, that only 28 subjects
identified themselves as female.

No differences were found when locking at the geographic region
in which the physicians practice. This was true both for the stress
level (F = .26, NS) ard for their employment of the coping mechanisms
(T? = .22, NS). o

Different specialties did not differ in their overall stress
level (F = 1.78, NS), but a significant .MANOVA (Specialty) allowed
analysis of the 15 coping questions. The only significant difference
was in the amount a physician shares patient coverage with other
physicians, and a Newman-Keuls post-hoc test showed that
psychiatrists utilize this mechanism less than seven other
specialties. This‘seems to be due less to any intrinsic

_ characteristics of psychiatrists than to the nature of their
practice.

Ph)}ﬁicians were asked whether thelr practice was private,
hospital based, a combination of private and hospital work,
administrative, teaching and research, or other. There were no
significant differonces in the ovorall stross lavel of practitionors
in different types of practlces (F = 2.19, p < .055). Bocause of the
closeness to significance of thls statistic, however, it can be noted
that those combining hospital work and a private practice had the
highest level of stress, and those in administration the lowest. A
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MANOVA looking for differences in the use of coping mechanisms among
those with different types of practice was significant @ = .34, p
< .01), and subsequent analyses and Newman-Keuls' post-hoc tests
showed that physicians combining a hospital and private practice felt
that ‘they maintained commnication and rapport with other physicians
more than did doctors working either in a hospital or in a private
practice. It also showed that priyate practitioners reportedly give
their patients more educational information than those combining
private practices and hospital work.
Discussion

On a ‘scale of 1 to 10, where 1 represented a value of not
stressful and 10 was labeled extremely stressful, the national group
* of physicians reported a mean stress level of just more than the
median value possible. This result indicates that physicians do
believe that the practice of medicine is stressful, and corroborates
the finding of Walton, Walton and Zook (1986) . Following this
finding, which held true for all specialties, types of practice,
regions of the country, and sexes, the present study attempted to
find what coping mechanisms physicians found useful in the reduction
of stress.

An attempt to predict stress level by the rate of usa of 15
coping mechanisms accounted for less than 12% of the total variance.
This supports the authors' supposition that coping mochanisms are an
individual attribute. A method or combination of mathods that ‘helps
alleviate stress in one physician may be ianfecti_ve for a second |




doctor. Each physician must find the factors that seem to alleviate
stress most effectively for him or her.

It is possible, however, to determine if those with a lower
stress level use the coping mechanisms to a different extent than
those reporting more stress. 1In other words, it is relevant to
determine if some coping mechanisms are more related to stress level
than are others.

The lower stress group used six coping mechanisms more than did
their more stressed counterparté. First, they engage in more
physical exercise. In light of the recent exercise emphasis and
reports of its healthiness, this is not surprising. At the same
time, physicians reporting lower stress stated that they received

more rest and relaxation. The ability to relax is apparently
important, and is corrcborated by the finding that they also take

pains to
responsibilitieg. Also related is the finding that those with lower
stress report that they distribute their workloads evenly in terms of
time more frequently than their more stressed coileaques. All of
these suggest that lowar stressed physiclans recognize their limits,
and know whon to dlsengage themselves.

The fifth significant factor is gatisfaction with medical
gpoclalty. It appears as if those who had the foresight or good
fortune to select a specialty with which they would be satisfied, or
who have adjusted thelir cognitions to ensure satisfaction, have less

[}
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total stress. It is important, then, for medical students to c.hoosev

carefully what specialty they will enter.
Finally, physicians who believe they maintain more of a
sense of humor report lower stress levels. This coping mechanism was

not expected to be one of the most effective methods, but was highly.

significant.
The finding that no differences are present for geographic

location or gender, either in stress level or in employment of the

coping mechanisms, suggests that the data has external validity. The

same finding was true for the specialty factor, with the exception
that psychiatrists were less likely to share patient coverage than
seven other specialties. Because of the especially sensitive nature
of doctor-patient relationships in psychiatry, as well as ethical and
legal considerations, this is an expected finding.

Physicians who cambined hospital work and a private practice had
a higher stress level than other specialties, although this finding
did not attain statistical significance. The present authors suggest
that those physicians combining these practices may be overworking
‘themselves, thus causing excessive stress. One thing that may help
this dual practice bind from being even more stressful is that theso
doctors are reportedly more likely to maintain effoctive and good
rapport with other physicians than those in either practice alone.

The other diffarance in the use of coping mechanisms by type of
practlice was that those in privaté practice were more likely to

report that they give their patients more educational information
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than those cambining a private’ practice with hospital work. Reasons
for this finding are unclear.

The authors suggest that individuals who wish to help physicians
or future physicians reduce their stress levels can use the present
study as a guide. Suggesting coping mechanisms which the present
study showed to be effectively employed by lower-stressed physicians
will help doctors and medical students lower their stress level. The
present authors suggest that a unit on stress and coping mechanisms
be included in medical schools' curricula, possibly as part of a
course on ethics or human behavior. If students can learn early how
to deal with stress and gain knowledge of some coping mechanisms that
seem to work, . prognosis for their future stress level should be
improved.

Several considerations should be kept in mind when using the
information in this study. First, the authors used a self-report
inventory, witﬁ‘ neither the overall stress level nor the coping
mechanisms reported by an external socurce, and neither was covertly
obtained. Also, a finite number of coping methods was presentéd. It
is 1likely that some physiclans find other coping techniques more
useful than those glven. While most common methods were covered,
others do exist.

Secord, indlvidual difforonces are relevant. While the findings
raported here are true for physicians as a group, each doctor is a
separate Individual. He or she has interests, a background, and
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capabilities which may be different than physicians as a whole.
Whenever possible, individual coping mechanisms should be used.
Thirdly, the return of usable Questionnaires (37.7%), while
considered good for physicians, does place limitation on the ability
to generalize their results. Although the present findings are not
definitive, they do provide a starting place which medical educators
can use to help medical students reduce their level of
professionally-related stress. The alternative, as noted in the
literature review, may make itself evident with continued high levels

of impairment among physicians.
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Lynch, R. M. (1986) . Regression surfacés foriéuppression
effects in multiple linear regression,‘viewgoints, 14(1y,
1-12. -

In multiple linear regression suppression effects occur when
the coefficient .of determination is greater than the sum of
zero ‘order correlations squared.” In this paper, regression
surfaces which can give rise to classical, net and cooperative
suppression are illustrated. ‘Each ‘case presented has the
condition that a regression coefficient, b, has a sign contra-

dictory to a ‘zero-order correlatijon, .r.

Houston, s. R., & Stutier, D. L. (1986). cComparable worﬁh and
salary allocation models: a bproposed strategy using judg-
ment analysis. Viewpoints, 14(2), 13-32. .

Judgment analysis (JAN) was utilized as a technique for measur-
ing comparable worth in a job description. Eighty hypothetical
profiles were each generated on eight job factors or profile
dimensions deemed essential for success. Seven administrators
were requested to assign each potential applicant to a specific
salary category. Each of the policies by the seven administra-
tors serving as decision makers or judges was captured by
multiple linear regression techniques. Results of the hierar-
chical grouping of captured policies suggested that three
different policies were in operation. Strategles for setting a
single policy as well as assigning appropriate salaries were
proposed.

Ward, J. H., Roecks, A., Powell, G., & Dyas, F. (1986).
Matching pupils and teachers to maximize expected outcomes.

Viewpoints, 14(2), 33-50.

The purpose of thig project was to demonstrate some proceduras
that can be used to supply information that can help match ]
pupils to teachers to maximize learning outcomes. Use of the
procedures will allow educators to estimate the potential
aeffect of focusing on teacher-pupil match. The analysis will
give an indication of the extent of teacher-pupil match
effects; however, the results should be applied to new pupils

to gain confidence in the results. .
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Thayer;gJ;$D,‘f(1986);w@Apﬁlicatibﬁ533t2md1tiple'regreS§i
Violations of assumptions.»wvieypoints,%14(2),w51-56.
S e GOV T e R T ST RN ar e S

This paper presents the author’s comments on three general

issues raised by the following three papers: Sl

McNeil, K. A., & Smith, G. (1985). Significant inter-
action: I got what I ‘needed. Viewpoints, 14(1), 107-111.

Tracz, S. M., & Elmore, P. B. (1985). The effect of the
' violation of the assumption of independence when cdmbining
*corrélation coefficients in a meta-analysis. Vieypoints,

14(1), 61-80. -

Brown, R. (1985). Multiple linear regression viewpoints:
An index of abstracts from 1982-1985, Viewpoints, 14(2),
57-70. . .

The author presents abstracts of all articles published in
Multiple Linear Regression Viewpoints 1982-~1985, a publication
of the special interest group on multiple linear regression of
the American Educational Research Association.
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An Index of Abstracts from 1986~1988 = -

-~ Adria Karle-Weiss ’
The University of Akron

Volume 15, No. 1

Ward, J. H., & Sorenson, R. C. (1986). catalytic variables
for improving personnel classification and assignment.

Viewpoints, 15(1), 1-36.

The authors contend that there is no interaction between people
characteristics and jobs in the prediction of job performance,
then it makes no different in overall system performance which
people are assigned to which jobs. To increase interaction
‘(and, therefore, differential assignment potential), it is
usually necessary to add new variables to the operational vari-
ables in the prediction system. The addition of new variables
can be costly, time consuming, and frequently controversial.
The approach described herein suggests adding predictor vari-
ables in a noninteractive way to the operational (interacting)
predictors ‘to increase the possibility of more interaction
between people and jobs. If these additional noninteractive
variables can increase interaction, they are -called catalytic
variables.  Catalytic variables (which enter the prediction
system in an additive way) are not required for use in the
assignment of people to jobs to maximize overall system perfor-
mance. .

Thayer, J. D. - (1986). Testing different model buillding pro-
cedures using multiple regression. Viewpoints, 15(1), 37-
5 . ,

The author indicates that cne of the most appealing aspects of
multiple re?reaaion to beginning multiple regression students
is the amazing feat performead by a stepwise regression computer
program. The process of selecting the "best" combinations of
predictors so effortlessly and efficiently creates an
overwhelming urge to use this procedure and the computer
program that accomplishes it for a multitude of tasks for which
it is 111 suited. The author identifies thae strengthsg,
dangers, and limitations of this process. .
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Morris, J. D.  (1986). Microcomputer selection of

A , ,of a“predict
weighting algorithm. Viewpoints, 15(1), $3-68." Teer

An empirical method (PRESS) for examining and contrasting the
cross-validated prediction accuracies of some popular algo-
rithms for weighting predictor variables was advanced and
examined. The weighting methods that were considered were
ordinary least squares, ridge regression, regression on prin-
cipal components, and regression on an equally weighted
composite. PRESS was executed on several data sets having
varied characteristics, with each of the weighting techniques
obtaining the greatest accuracy under some conditions. The
degree of advantage or disadvantage offered by these alternate
weighting algorithms relative to ordinary least squares was
considered. As it was not possible to determine a priori whict
weighting technique would be most accurate for a particular
data set from theoretical knowledge or from simple sample data
characteristics, the sample specific PRESS method was profferec
as possibly most appropriate when the researcher wishes to
select from among the several alternate predictor weighting
algorithms in order to achieve maximum cross-validated predic-
tion accuracy. The feasibility of the use of a microcomputer
for the computation intensive PRESS algorithm was also
considered. s , .

Rogers, B. G. (1986), Discussion of AERA 1986 Session 21.25
applications of multiple linear regression. Viewpoints,
15(1), 69-74. ‘ .

The author presents his critique of the session 21.25 AERA
conference presentations by Joe Ward, Jerome Thayer, and John
Morris on multiple linear regression applications,

smith, G., McNeil, K., & Mitchell, N. (1986). Regression and
model ¢ for evaluation. Viewpoints, 15(1), 75-89.

This paper presents an overview of the symposium on regression
and Model C for evaluation. The objectives of this symposium
are to:

1. Provide a rationale for using regression analysis
(specifically Model C) to evaluate educational programs.

2. Provide one example of an extansivae Model C evaluation
report,

3. Discuss assumptions of Model C and ways to deal with
those assumptions.

4. Share examples of disseminating Model C rasults to
decislon makers. '

5. 1Identify and resolve additional technical issues that
evaluators need to be concerned about when implementing
Model C.
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Thayer, J. D. (1986). Using muitiple regression with dichoto
mous dependent variables. Viewpoints, 15(1), 9-98.

This paper concludes that tests of significance are identical
whether the dichotomous variable is an independent variable or
a dependent variable. It appears, therefore, that if the
critics of using multiple regression with a dichotomous depen-
dent variable are to be taken serious, they must also deal with
all significance testing with t tests, analysis of variance,
analysis of covariance, discriminant analysis, and any use of
dummy variables in multiple regression. There may be other

the interpretations may not be appropriate when dichotomous
dependent variables are used, but this paper did not deal with
these issues. - ’

Blumenfeld, G. J., Newman, I., Johnson, A., & Taylor, T.
(198s6) . Relationship of student characteristics and
achievement in a self-paced CMI application. Viewpoints,
15(1), 99-107. ' :

Learner control of CBE applications has been an enticing topic
of research. Reviews by Steinberg (1977) and Taylor (1976)

control. The mixed results suggest the possibility of an
interaction between certain aspects of instruction and charac-
teristic of the learner, when the learner is permitted to
control the program.

When trying to identify the relevant learning characteristics
in a natural setting, the potential interactions and the types
of relationships between variables are enormous. What may be
needed to map out many of these possible relationships, develop
a matrix, and systematically develop studies to investigate the
relationship betwean these variables and learning., One may
take a particular model such as suggested by McGuire (1960) and
Whiteside (1964) which takes the position that when one is
trying to account for complex behavior, one has to look at at
least three classifications of behavior. oOne is the person
variables which include things such as personality, intelli-
gence, sex roles, learning characteristics, etc. The second is
the characteristic of what is to be learned. Suppes (1966) and
Gagne (196%) havae given excellant examples of how to delineate
the component of what is to be learned through a task or job
analysis. fThe third is the environmental of context variables.
These would include such things as the structure as well ag the
environment of the learning situation, interactions with peers,
expectations produced by the environment (significant other
within the environment). This three dimexsional matrix may
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facilitate the identification and systematic investigation of
the variables which may influence and/or "cause" ithe differ-
ential effectiveness of "learning" as reported in' the litera-
ture.
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Searls, D. T. (1987). Using diagnostics ‘for identification
of biased test items. Viewpoints, 15(2), 1-28."

This paper demonstrates how recent developments in the analysis
of regression models may prove useful in the identification of
atypical and potentially biased test items. Regression diag-
nostics studied are based on analysis of the sensitivity of
leverage points, studentized residuals, and ratios of covari-
ances due to the sequential deletion of each test item from the
analysis. These procedures appear to offer a substantial
refinement over existing approaches. T

Williams, J. D, (1987). The use of nonsense coding the ANOVA
situations. Viewpoints, 15(2), 29-39,

Nonsense coding systems can be constructed that retain outcomes
regarding R2 values, F values, and multiple comparison tests.
Nonsense coding highlights the flexibility of coding ANOVA
problems to be analyzed by multiple linear regression proce-
dures; however, no additional analytic power appears to be
gained from their use. '

Strube, M. J. (1987). A general model for estimating and
correcting the effects of nonindepandence in meta-analysis,

Viewpoints, 15(2), 40-47.

This paper describes a general meta-analyasis model that can be
used to represent the four types of meta-analysis commonly con-
ducted. The model explicitly allows for nonindependance among
study outcomes, providing exact statistical solution when the
nonindependence can be estimated. Alto discussed are the
directional biases that result if nonindependence is ignored.

Houston, S. R. (1987). The usa of judgment analysis and a
modified canonical JAN in evaluation mathodology.

Viewpoints, 15(2), 48-84,

Judgment Analysis is presented as a technique for capturing and
" clustering unidimensional policies among a group of judges or

evaluators. JAN utilizes a multiple linear regression model to
represent each policy and then cluster ev?luators together who
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are expressing similar policies. JAN'is-extended toja multiqg
mensional situation in which a modified;and simplified Canon-
ical JAN (C-JAN) procedure for capturing policies orn'more tha
two criteria is described. Both unidimensional and multidime:
sional JAN procedures should be of general interest o the

evaluation methodologist.

Fraas, J. W., & Drushal, M. E. (1987). The use of MLR models
to analyze partial interaction: An educational applicatior

Viewpoints, 15(2), 85-96.

Certain research questions found in educational studies requir
partial interaction effects to be tested. This paper presents
an application of the method of using MLR models to test a
partial interaction hypothesis. . .

Schonfeld, I. S., & Erickson, C. (1987). Conducting an 86-

~ variable factor an analysis on a small computer and pre-
serving the mean substitution option. Viewpoints, 15(2),
97-105.

The paper shows how we overcame limitations imposed on us by
the memory capacity of the relatively small mainframe we used
in conducting a factor analysis in which means are substitute
for missing values. 'Insufficient memory did not permit us to

.employ SPSSX, with its mean substitution feature, in conductin

a factor analysis of 86 variables reflecting ways in which
parents cope with the hospitalization of their children.
Instead, we employed a two-step solution: (1) we ran sSpssx
Condescriptive to create z-score equivalents of the 86 vari-
ables and recoded the z variable’s system missing values to
zeros; (2) the output of the Condescriptive run constituted the
input of a BMDP P4M factor analysis run.

Blumenfeld, G. J. (1987). The use of multiple regreasion in
evaluating alternative methoda of scoring multiple choice
teats. Viewpoints, 15(2), 106-133.

In this study, an attempt was made to develop a multi-variable
approach for improving item validitiaes via multiple raegression
proceaedures.




Colliver, J. A., Verhulst, s. J., & Kolm, 8. J. (1987). A
simple multiple linear regression .test for differential
effects of a given independent variable on several dependent
measures. Viewpoints, 15(2), 134-141. ‘- . ,

Multiple linear regression may be used to determine whether an

independent variable of interest has a differential-effect on

two or more dependent variables. The initial ‘step involves the
separate standardization of each dependent variable. * The
values of the standardized dependent variables are pooled and
treated for purposes of the analysis as constituting a single
dependent variable. A within subjects independent variable is
created and the levels of the variable are used to denote the

different dependent variables. The data are analyzed with a

split-plot analysis of variance for which the independent vari-

ables of interest is the between groups . factor and the indepen-
dent variables which distinguishes the dependent variables is
the within subjects factor. The test of the interaction of
these two factors provides a’'statistical determination of
whether the independent variable of interest ha a differential
effect on the two or more dependent variables.
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Bush, A. J. (1988). A perspective on applications of maximum
likelihood and weighted least squares procedures in the
context of categorical data analysis., Viewpoints, 16(1), 1-
35.

The author presents a case for embracing both the ML and GSK
technologies and for appreciating that both are fundamentally
regression based strategies. Further, he hopes that the point
has been adequately made that to argue which is better is, at
best, a contextually bound issue which begs the question for a
universal answer.

'

Preéley, R. 5;, & Huberty; C. (1988). Predicting statistics
achievement: A prototypical regression analysis. )

Viewpoints, .16(1), 36-77.

The purposes of the current study’are: (a) to demonstrate a
viable approach to the conduct of a multiple regression/

correlation analysis; and (b) to illustrate the approach in the

context of predicting achievement in an introductory statis-
tical methods course. The analysis is proposed as being
appropriate if the basic intent of a study is that of predic-
tion as opposed to that of explanation. That is, the intent is
to arrive at a model for predicting a criterion in as efficient
a4 manner as the data on hand will allow. No model, causal or
otherwise, is being posited or verified.

Morris, D., & Huberty, C. (1988). Some parallels between
predictive discriminant analysis and multiple regression.

Viewpoints, 16(1), 78-90.

The purpose of this paper is to outline some important simi-
larities in, and differences between, predictive discriminant

analysis (DA)
are astimates
loast squares
some are less
congidered at

and multiple regression (MR). The areas covered
of model accuracy, hypothesis testing, and non~-
modals. Some of the parallels are well know,
well known, and some appear to have not yet been
all,
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williams, J. D., Williams, J. A., & Rohan;‘s./J. (1988). A
ten-year study of salary differential by sex through a
regression methodology. Viewpoints, 16(1), 91-107.

A ten-year study of salary differential by sex was completed,
using a multiple regression methodology, with rank, discipline,
degree, years in department, years in current rank, and sex as
predictors, focusing on the change in the value of the sex
variable. The sex variable evidenced lower salaries for women
when controlling for the other variables throughout the study
period for both proposed and actual salaries from $341 in 1978-
79 (proposed salary) to $1675 for 1981-82 (actual salary) to
$504 for 1986-87 (proposed salary). This apparent drop in
discrimination by sex in salary at each rank was accompanied by
increasing differences in pay. The change is in the direction
of "market adjustments," i.e., paying lower salaries to those
in disciplines with higher proportions of women.

Huberty, €. J., & Morris, J. D. (1988). Multivariate analysis
versus multiple univariate analyses. Viewpoints, 16(1),
l08-127. . )

The argument for preceding multiple ANOVAs with a MANOVA to
control for Type I error is challenged. Several situations are
discussed in which multiple ANOVAs might be conducted. Three
reasons for considering a multivariate analysis are discussed:
to identify outcome variable system constructs, to select
variable subsets, and to determine variable relative worth.

Thompson, B., & Melancon, J. G, (1988). Developmental trends
in androgyny: 1Implications for measurement. Viewpoints,
16(1), 128-148, A

The present study was conducted to investigate differences in
item performance, reliability, and scale means of the Bem Sex-
Role Inventory when comparisons are made across developmentally
different groups. . Analyses were conducted comparing results
for adolescents with results for adults, and further analyses
were conducted comparing results for the adolescents across
various adolescent gendar and age groups. The results tend to
support the conclusion that the BSRI has reasonable measurement
integrity when used with adolescents, and thus indicataes that
the measure'may be useful in exploring developmental changes in
saexwrole perceptions as they. occur during adolescence.
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McNeil, K. (1988). "“Notes" covariance as the basis for all

research questions and tests of significance.»,viewgoints,
16(2), 2-9. ‘ .

The author contends that the covariance straitjacket makes us
think of certain limited possibilities regarding: (a) the
order to tests of significance, (b) all adjustments based on
rectilinear lines of best fit, (c) the number of covariates-
one, (d) the covariate being a continuous variable, (e) R2,.
and (f) "the big picture."

Sidhu Pittenger, K. K., & Fraas, J. w. (1988). The use of

LISREL VI to test a management model. Viewpoints, 16(2),
10-32, : .

LISREL VI is used to test a relatively complex model of manage-~
ment which suggests a relationship between Leader-Member
Exchange, Job Scope, and career outcomes of a young profes-
sional. The model if modified to improve the goodness of fit
of the original model. The need to validate the reconstructed
model has been acknowledged, Also, caution is urged in the use
of path analysis as assessment of fit alone may not indicate
misspecifications related to the model. The article demon-
strates the use of LISREL in building and testing models in
management theory.

Byrne, B, M. (1988). Testing the factorial validity and
invariance of a measuring instrument using LISREL confirma-
tory factor analyses: A reexamination and application.

Viewpoints, 16(2), 33-80,

The paper identifies and addresses four methodological weak-
nesses common to most previous studies that have used LISREL
confirmatory factor analysis to test for the factorial validity
and invariance of a single measuring instrument, Specifically,
the paper demonstrates the steps involved in (a) conducting
sensitivity analyses to detarmine a statistically bast-fitting,
yet substantively most meaningful baseline model; (b) testing
for partial measurement invariance; (c) testing for the
‘invariance of factor variances and covariances, given partial
measurement invariance; and (d) testing of the invariance of
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test item and subscale reliabilities. These procedures are
illustrated with item response’ data from normal and gifted
children in grades 5 and 8, based on the Perceived Competence
Scale for cChildren.

Hu, M., Fisher, S. A., & Fisher, D. M. (1988). Effect of
sample size on the MLE and WLS approaches to solving logit
models: An empirical example. Viewpoints, 16(2), 81-92.

Logit is frequently used in ‘education, business, and economics
to model ‘qualitative choice situations. Maximum likelihood
estimation (MLE) ‘and weighted least squares (WLS) are alterna-
tive approaches to solving logit models. WLS has been touted
as computationally simpler and easier to interpret than MLE.
Using economic data, this study compares the relative varia-
bility in parameter estimates between the MLE ‘and WLS pro-
cedures as sample size changes. The results indicated that
with reductions in sample size there are increasing differences
in the coefficients provided by the alternative procedures.
Additionally, both MLE and WLS exhibit instability at the
smallest sample sample sizes,

Levine, D. U,, & Stephenson, R. S, (1988). Differing policy
implications of alternate multiple regressions using the
same set of student background variables to predict academic
achievement. Viewgoints,';g(z), 94-104.

The purpose of this paper is to utilize actual data sets in
1llustrating how substantially and sometimes radically
different conclusions and implications can be drawn from
alternate multiple regressions predicting academic achievement
from the same set of variables measuring student background,
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