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Teaching ANCOVA:

The Impdrtance of Random Assignment

Ralph O. Muollor
- University of Toledo

Abstract
The purpose of this paper is to present a simple approach to teaching
the fundamental concepts underlying the Analysis of Covariance
(ANCOVA) with particular attention to the assumption of random
assignment. The main advantage of using ANCOVA in experimental
research is the gain in statistical power due to a reduction in error
variance. As a by-product, ANCOVA provides statistically modified
group means “‘that compensate ~for “non-systematic group
differences on the covariate. A continuing .misconception,
however, is that ANCOVA "equates"-prevlously unequal groups with
respect to a covariate cven if these preexisting differences are
tematic ones. Teachers of research methodologies are urged to -

sys
cYa.rlg and expand on the sometimes insufficient presentations of
ANCOVA to prevent further misapplications. ’ s

; Introduction
The Analysis of Covariance (ANCOVA) has long been used in the ‘

behavioral sciences as an important data analysis tool. In many

contemporary texts on resecarch methodologles an entire chéptcr

s devoted to ANCOVA, as, for example, in Cohen and Cohen
(1983), Hinkle, Wiersma, and Jurs (1988), Howell . (1987), Ke'ppyel“
(1982). Kirk (1982), Marascuilo and Serlin (1988}, or pedhazur
(1982), to name just a few. Usually described as an integration of
Analysis of Variance (ANOVA) and Multiple Linear Regresslon“‘('l\‘}ﬂ.l‘!).‘

the ANCOVA model can be represented as a special case of the

An earlier version of this paper was presented at the 1989 meeting of the Mid-Western
Educational Research Association In Chicago, Iinols.: The author thanks the editor and
raviewers for their helpful suggestions and Mr. Tito Mendoza, Research Assistant, for
helping with preparing the final document.. ' ‘ .




General Linear Model (GLM). including model components of both,
ANOVA and MLR. The ANCOVA's’ general goal can be viewed as being
very similar to that of ANOVA' the technique helpe answering the
question of whether observed group differences on some dependent
variable are attributable to sampling fluctuations alone or to true
population differences between the groups (in fact, in a true
experiment both procedures test the same null- hypothesis. Ho: pt1=
H2=...= pt;, as explained below) : .

ln experimental research eettings ANCOVA has the main
advantage “of error variance reduction so that true group
differences are easier to detect; fthat is, compared to ANOVA. ‘the
Analysts of Covariance provides an lncreaae in statistical power
provided certain aesumptions are met (Keppel 1982, p 483) ;
The error reduction is achieved by adding one or more continuoue..
explanatory variables to the model, called the covariate(s), that (a)
are reiated to the dependent variable as much as poeeible. but ()
are unrelated to each other and to the independent variable(a) that ‘
indicate group memberehip A by- product of the application of
ANCOVA is the calculation and eubeequent interpretation of the‘
adjusted means which are group  means on - - the dependent
variable that have been etatietically aqjueted for , Preexisting non-
systematic group diﬂ‘erencee on the covariate(s) (Keppel 1982 p'
483). Generally, ad]ueted means can be interpreted ae predicted
mean scores that would be expected If all group covariate means
were exactly equal (to the grand covarlate mean) rather than different
due to random sampling fluctuations.




Recognizing the ,advant#ges of ANCOVA. reseat-chers sp:)‘:itf}
began to apply the technique to data obtained frbm quasi- andnon-
experimental research settings as well, and soon, first wanutxgs _‘
against the use of the Analysis of Covariance began to appear in the )
literature; see, for example, Cook and Campbcll (1979), Eleeheff
(1969), Lord (1967, 1969), or, more recently. Huitema (1936). Qhe
of the focal points of the discussion continues to be the potent!al
misinterpretation of adjusted means. Some authors argue that "the“_"
analysis of covarlance, which is also used in expertmental studles.
is a statistical method that can be used to equate groups on one or

more variables® (Gay, 1987, p.254). But statemente stmﬂar to the
one above overstate and misinterpret the real advantage of ANCOVA
especially when used In quasi- or non-experimental resea‘rcjt‘;._
Group differences on the covai‘late are likely to be systematic when
dealing with in-tact groups; ANCOVA, however, Is not intended to
adjust for systematic differences, just for non-eyetematlc ones
(Keppel, . 1982, pp. 481-492). For an e:tcellent an‘d‘
comprehensive discussion on interpretation  problems auoclated :
with ANCOVA, consult Huitema (1980, chap. 7) who warned that
“in general, ANCOVA s not an appropriate procedure for thet
analysts of nonequivalent group studies” (p. 154). e
Today, ANCOVA's advantages are well known and its
disadvantages and limitations are recognized and unders‘toodw by .
most. Some introductory texts in research methodology. how_ever. :

still mislead the research neophyte somewhat by stating in very
general terms that the use of ANCOVA will statistically "equate”
previously unequal groups on the covariate (e.g., Borg & Gall,
3




1989 p. 556 Gay, 1987, p. 254; Huck, Cormier, & Bounds. 1974, pp.
134-136). Others make conflicting remarks  regarding the
interpretation of adjusted means and the appropriateness ““of
ANCOVA in quasi- or non-experimental research (e.g.. Marascuilo &
Serlin, 1988, p. 608 and p. 611; Wiersma, 1986, p. 354). The
intent of this paper is not to criticize specific textbook authors;
rather, it serves to present a simple approach to teaching .the -
fundamental concepts of ANCOVA in a beginning 'research
methodology or applied statistics course. The emphasis here is on the "
importance of the assumption of random assignment and the’ ‘potential
mlsappllcatlons of ANCOVA in quasl ‘and non-experlmental research. '
Especlally students of research’ methods that do not speclallze in-
the fleld need to be aware of common misuses ‘of this wldely used
technlque. o S 4 A

 The Statistical Model &nd Adjusted Means (i (o
A suggested approach to teaching the underlying concepts is to ’
begin with a presentation of the’ General  Linear Model '(GLM)
expression of ANCOVA. Under certain statistical ‘assumptions ‘(see
Cook & Campbell, 1979, Elashoff, 1969, or Huitéma, 1980, chap. 6).
the model for a one-way linear ANCOVA can be expreaeed as

1 ©

- B A

(n Y:k-u+ak+ﬁw(XUc-wd+etk | e
where Yk denotes the (th score on the dependent variable in the
kth group, u ts the grand mean of the dependent variable, k=)
is the kth group effect, Bw denotes the regression coefficient
representing the linear relationship between the dependent
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variable and the eovaﬂate. Xik ts al-yseoreq ,oni the covaﬂnte. ﬂX is
the grand mean ., of the covartate. -and euc denotes random error
associated wlth each eubject's score.
Wlthout loss of generality. ~assume that two groups are being
compared (k-2) Mean group d!fferences on the dependent variable

can then be expressed as

(2) un uyz-lﬂ+a1+ﬂw0tx1 ux)l lu+a2+ﬁwl#x2"-ule
= (a1 - a2) + PwluX; -#Xg)

The last expression in Equation 2 shows that observed sample
differences cannot be uniquely attributed to groupweffects but could
also be due to mean differences - on the cd}_:arlate. Rewriting

Equationlas =
(3)  Yikady) = Yik - PuslXik = 30 = 4 + Gk + etc

where Yik(adj) denotes an adjusted scone. and defining the adjusted
mean in the kth group as ‘ ”

(4)  Hyplad) = By = PwlX) = HX) = p + ok

“

proves to be helpful since now differences between edjneted ‘means

can be attributed to group effects alone:

(5)  uy)(ad) - KYglad) = @ + a1) - i+ ag) = a1 - a2

5
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(6)" hyy(adp) - nyalad)) = by, -

dependent variable on the covariate ln Group k. Thus, differences
between adjusted means can also be tnterpreted‘ as differences
between regresslon intercepts in  the separate regresslons of the
dependent vanable on the covariate (eee Flgure 1).

3

FIGWRE 1 .
Error Reduction 1n MCOVA

.8
N

- G v o ——

Conditional
distributions
of Yfora ..
given value of X

Margina! | / :
dlstrlbutlons S
e0f Y .

Anumtng that Bw ¢ 0, note the reduction in error variance as
shown in Figure 1. When a covariate is included in the model, error
varlance is determined by the conditional, rather than margtnal
distribution of Y. The former has a smaller variance estimate than
6




the latter distribution, that is, Z(Y-9)2/df 1s less than Z(Y-YiJ2/df.
where ¥ denotes a predicted Y-score. It is here that the main
advantage of ANCOVA becomes apparent: ‘approphately used,
ANCOVA provides more statistical power than a conventional
Analysis of Variance design; the prebabillty of mdetectmg‘ true
differences on the dependent variable is increased by a decrease

in estimated error variance.

Uses and Abuses of ANCOVA

Figure 1 fllustrated the Analysls of Covariance when the null-
hypothesis of no difference on the eovarlate is true. a consequence
of a basic - but very lmportant . assumptlon of ANCOVA. random
assignment of subjects to groups (Hultema. 1980, chap. 6). In
Figures 2a and 2b random assignment is assumed; thus, uX =X for
all k. It follows that the adjueted and unadjusted populatton means
are equal (use Equation 4) and that ANCOVA and ANOVA test the
same null-hypothesis, Ho: HY) ™ KYQ ™™ HY ¢ Sample means on the
covariate, however, nced not be equal. The observed differences
are due to chance alone and ANCOVA adjusts the Y-means for these
non-systematic - usually small - differences on X via the deﬁnmon
of adjusted sample means, Pi(ad) = Yk - buw(Xic®), where the terms
are sample estimates of the corresponding terms in Equatlon 4.
Figures 2a and 2b tllustrate that the analysis will lead to correct
conclusions regarding group differences on the dependent va:lable
provided ANCOVA s used in conjunction with random asslgnment
of subjects to groups. In such a case, the difference - between‘

adjusted sample means s an unbiased estimate of what the

7
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difference between group means on the dependeht variable woulvd‘s"(
have been if each group had equal covariate means. Only in this sense
can one claim that groups were “equated” with respect to the
covariate (recall that population covarlaté means were assumed to be
equal). |

When ANCOVA s used in quasi- or non-experimental
research settings, it ls“of;gn the case that the groups under study
systematically differ on the covariate and rposslbly on other relevant
variables, that is, the randomization assumption was violated. What
effect will this have on research results based on an ANCOVA? “
Huitema (1980, chap. 6 and chap. 7) provided a comprehenslve and
detailed discussion on the consequencea of assumption violation and :
t.here is no need to repeat his arguments here. However, conslder a |
lesa technical treatment . of the potential misinterpretation of an‘
ANCOVA when indeed the groups differ on the covariate.

At the beginnlng of this paper one possible way of
expressing the general goal of ANCOVA was stated; to detect
whether groups significantly differ on some dependent variable,
When large group differences on the covariate exist, ANCOYA
might mislead the researcher regarding this general qucotlgii. -
Consider Figures 2c and 2d. Misinterpretations are pooslble4 ln‘
two situations. First, although the two groups are d{fferent wltht
respect to the dependent variable, ANCOVA leads to a conclusion of |
equality in adjusted means (indicated by equal regression intercepts
in Figure 2c). This is often interpreted by stating t.hat the covgrlate
“explains" true differences, especially after a significant ANOVA
analysis. The fact remains, however, that in  situations like this

9




ANCOVA will not indicate differences between the two groups
eventhough the groups differ on the dependent variable. Second if
the groups are equal with respect to the dependent varlable.v
ANCOVA can lead to the conclusion “that they differ after ‘covariate
adjustment (indicated by une‘qual lntercepts in Flgi.u-e 2d).
Situations like these are sometimes referred to as cases of "Lerd's
paradox” (Lord, 1967). In a very {lluminating and critical paper
Bock (1969) clalmed that the "paradox” is iil’ex‘ely‘ a
misunderstandlng ANOVA and ANCOVA answer different questions'
smce the former technique s based’ on the marglnal Y-
dlstributlon. while the latter deals with the’ dlstributlon of Y-scores
conditional on the covariate. Note, however, that ANCOVA ' is not
likely to prewde unblased adjusted means when {iix'”eed ‘
nonequlvalent group designs (Huitema, 1980, p. 142). The * dlfference‘
between adjusted nample means might be a blased estimate “of what
the dtft'erence between group means on the dependent variable would
have been lf each group ‘had equal covariate means.

‘The brief discusston above - in addition to other potential
lnterpretatlon problema (Hultema, 1980) - tndlcates that it might be
of advantage to test for differences on the covariate as a preliminary
step in the data analysts. If the - hypotheels of no difference fts
rejected, ANCOVA might motivate false (or at least misleading)
conclusions regarding group differences on the ‘dependent variable;
if the hypothesis 1s retained, ANCOVA might be appropriate and lead
to a more powerful analysis. But what are the consequences of a Type
I or Type II error in such a preliminary test? In the first situation one

would erroneously conclude that covariate differences exist and,
10
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given the prevtous dtscusston' mtght not use ANCOVA for the data
analysis eventhough it would have been appropriate; the loss of
statistical power 1s .the consequence. Under the second attu;tlon-”
that is, falsely concludlng that no syatematic covariate dtﬂ'erences
are present - ANCOVA might be used tnapproprlately and lead to
false conclusions. The latter is the reason for ‘testing group
differences on the covariate at a more liberal level of significance,
say . .10 or .20; protection against a Type ll error \: seems mer_e
important than protection against a Type I errox-‘.‘?; 4 SO ‘

) . . )
doe : S L . TN

Conclusion

PR

. The Analyete of Covarlance model can be represented as a
upectal caee of the General Lmear Model it tncludes both, Ana!ysts
of Varlance and Multtple Llnear Regresslon components. The main
advantage of using ANCOVA is a reduction in error variance achieved
through the inclusion of addtttonal explanatory variables
(covariates) when assessing mean - group differences on some
dependent vartable. As such, ANCOVA provides a etatletlcally
powert'ul w ot‘ detecttng truc group differences but can also lead to
false conclusions regarding theee group differences when . the
assumption of random assignment is violated and groups etgntﬂcantly
differ on the covariate. Teachers are urged to discuss potenttal
misapplications and discourage the use of ANCOVA when the random
assignment assumption is not met. One indication of possible misuse
can be provided by rejecting the hypothesls of no dtﬁ'erence between
covariate group means at a liberal level of significance to guard
against a possible Type II error. The best protection against

11




potentially scrlous mlstnterpretations of ANCOVA results, howevcr. is
to restrict its use to ‘true - or nearly true - experlmental designs. In™
accordance with others (Elashoff, * 1969; Huitema, +'1980; 'Keppel,
1982), the Analysls “of Covarlance fs not- recommendcd in’
nonequlvalent group studies. e e
ANCOVA still 1s an important and powerful data analysis tool in
a variety of applied research situations. Nearly every comprehensive
textbook on’’ research "i'nethodologles includes a discussion” on
ANCOVA and’ the technlque is presented in most umw:rsity courses *
on applied statistics or research deslgn However, ‘the technlquc is "
also frequently misunderstood; misconceptions like -"ANCOVA .can
equate previously nonequivalent ‘grdtips‘ ‘on the covariate(s)" still
circulate through some uninitiated minds, Teachers ' ‘of research
methods and authors of textbooks are ‘in the position’ to start the "
inittation ’ process - or should there be an alumni initiation first?

[RLANEY PLIRVE: TR . . o
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Corporate Manager’s Leadership
Style and Existence of
Employee Health Promotion Programs ‘

Elizabeth Kinion ) i"
The University of Akron

m P " [T

The establishment and the quality of health pramotion programs depend ..
on supportive corporate management. However, there is a paucity of research
investigating the area of leadership in corporations as it relates to health

on programs. In general, the research on health promtion consists
primarily of types of programs, cost effectiveness, and physiological . ...
responses to specific health behaviors.

The purpose of this study was to examine the relationship of | ...
oorporate managers’ leadership style, determined by Likert’s Profile of
Organizational Characteristics, and the existence of employee health ..
promotion programs. One hundred eighty-seven te officers in
Northeastern Chio completed the questiomnaire entitled Corporate Ieadership -
Styles and the Existence of Puployes Health Promotion Programs which included

tions from Likert’s Profile of Organizational Characteristics, general

ormation, demographic data, and
. 'mlt.iplc linear re
variance in one variable

detarmine statistical liqn.tﬂcuri\:a at the .05 level.

The results of

tions about the effects of health
were used to analyze the
The F test was applied to

Egve

on
to anothar.

for the sample indicated

5O

P

style, as msasured by Likert’s Profile of Organizational Characteristics, ;.
does not aid in cting the existence of an empl health pramotion
progran. Isadership styles of the respondents in s clustered around
System 2 and System 3. System 2, the benevolent-authoritative system, and
System 3, the consultive system, are intermodiate systems. These ayltqu_mwm
resenble the extreme from which they deviate. Howevaer, data from a subset of
the sample ( from corporations with health pramotion programs) , ..:...
indicated knowl style may be used to predict corporate '
officers’ on programe increase employee morale.
In addition, data from this subset indicated corporate officer participation
in the decision to establish a health promotion program leads to a predictive ..
relationship that health promotion programs are cost effective, increase '
employea productivity, and decrease absenteeism.

15




Historically, the practice of medicine ard, therefare, health care
msdiseaseardmtemmcdmted In‘ﬂwyeye?zsbeblem1875m\d1924
mdimladvamesvarebasedmmvimmfali}u‘:m‘m”imved
sanitatimarﬂantisepdcmuwy nunamm1925tol950,discawriasof
sulfaurlpenicﬂlindeanasedthemrtalityntabypmvidmga"m"tor
infectious diseases. Americans viewed the physician as a person who ocould
cure their il1s. Hedicimhascmtimxedtomspmdwiﬂzamas,nx:hasopm
Mrtsmgery,agan&muplm,mumwamwmmﬂuuxg!nnumu
synttnsisofmrmxesandqamticerqimerhgotm. Until recently, this
mtiveapmnadxtotnalﬂxcamhasmtimndwiﬁn:tncmt}ny inspitaot

foagiges

uaracttmcvotunmleaaingumeso:dmchinunmmsﬁmm;g

EE S I L,(:‘

the 1980’8 are related, dimct.ly or indimctly, tm:ugh rink tacton,
behavior or litntylo (Brady 1983).

4 B el dER s ST ey e

over 700&. lbolmn (1584) not- that altlnu;h tho nat.tqnul hu’lat.im rau

we gl e

daclined 1n 1993 and 1984, hospital. roon costs: :lncnuod in 1981, 1982, and

RS w1 gy VR

198,‘!}.“ 'mru hundnd and ﬂﬂrty-hn‘biuim domrl, or 10,5%, ot the amu

TESF R o T i I

National Product vas -pmt"a; h.alth care 1;: 1982, This maua- fodaral
outlays for dafense by nearly ‘suo'bunon mc;wm out t:o $1,365 per
peruon, orsuomuuninim[ 'Ibalaxv-umnt, th-imuod

expandi tures toal.dmdilabilitymddimn, mtmmlm (Wot
Health, Bducation, and Walfare, 1979), Fiolding (1984) ropor:- that health

ptmtimpmgrmdomtmxkitmtltxmqunmubyww
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Amtiawidasmvey(lbalﬂxminwm 1973)otbarrimtouazﬂ
betterhealthmﬁmysotmuntngﬁmmtaquwtiva
samples of the American public, business, arxilaborlaadﬂmitdicatasthat.

maamaluorm,u\eacummvalofparucipatim(inmpmyu
sponsored preventive health programs) would depend on the quality and
avauabilityotthepzu;rms,asmuasthequalityotﬂnmpdgn
within the company used to sell the employees (p. .82). o
Itmldameartmtmtporatehmricaissmmtoimmits
cmpatittvenessmdpmductivityinﬂnmldmrlmt ‘;;Ahaalthyvmictm:ls
mamlnhmhighabsmhaeimmzipoorpertmdntomhalor
mental problems diminish productivity. Om'pantammqmwthaaotttn
Xeys to the success of health promotion programs.- . : '
PROCEDURES .
'nnpqnnatimtorﬂunlunyhcl\mdmmtammof
mmmummmmmtmmmm
amloy‘um\dmiwjndinunmiom_zgc_taxotmwum (1986) .
mslomduwmmmmviulymwcdmiammpd
mwmummm(M)mmnmmmmm-m.
Dillman (1978) notes that:
attantlon mist be given to every etaL] that Rt ATCAGt. Teapones
behavior., mmmiumaﬂmdcanybuodviwot pnoplodo
anddomtmpmd questionnaires and a well oconfirmed

?ttu‘;it.lna; mwmuwmmuuwmwwqmwy-
pl (]

mmaxomw,mmdm«mmm
retirned, representing 60% response rate. | R
'nunuamhdaaiqr\ﬂntmmodmmpocttacbo 'mi.lncpost
facto study was guided by hypotheses. Altmntiworrivalhypoﬂuuare
hypoﬂnsestlutpmposemplmtiastcrttnettectqﬂnrﬂmthestated

17




ones. Inbenmlvalidityofﬁuedesigncanbehmasedﬂmmotﬁa
rivalhypa&esescanbeelim:lrmted lbvaver,us%mnu\dm(lsn)mte'
aiemststillkeepinnindthatbyitsverynamremcposttacto ”
mﬂ r;tmmzv?p%)mtmm validity. 'nmwatom, causation

nleinstnmnntusedmhhntitytheleadershipltyhofcorpotm
officials was the Profile of Organizational Characteristics (FOC). .
instrument which measures managerial styles was developed by Rensis Likert,
and has been used extensively in previous research (Likert, 1978). Likert’s
Profile of characteristics identifies four leadership styles:. (a) System 1,
exploitive-authorative; (b) System 2, benevolent-authorative; (c) System 3,
consultive; and (d) System 4, participative-group.

Likert Associates (personal commmication, March 13, 1986) report the
18-iunmm8m11yyia1dslplit;haltnliabilitiasinﬂu.90m.%
range when applying the Spearman-Brown formula for estimating reliability
from the r between two halves of the form. Validity of the POC, found the ..
rank order correlation (rho) between FOC scores and performance data for a
West Coast manufacturing f£irm wes +.61. Data from 10 pairs of plants in
Yugoslavia and two £irms in Japan show consistent differences in profiles
mmmmmmgmwmummw
direction. |

Since this investigator was interested in the relatiorship of
loadnthlpttyh,mauldmmwhtia,mmﬂucmmm
axistence of health promotion programs the FOC was only one companent of the
questiomnaire. The POC was reproduced in booklet form. Transitional
MMMMthIIW&Midmtmﬂanto
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demographic data and, finally, questions sbout health promotdon. 'me .
Mmmmtmmwmmwpstylesmﬂn’
Existence of Employee Health Pramotion Programs.
. STATISTICAL ANALYSIS _
Specific research hypotheses were derived tmn;the following research

questions.

1. Are there differences in leadershi les pmdictorvariable as“
identified on Likert'’s Pmtileofgu:;gdzatiauld\amwistigs e
hstnmtt,otmmgatsinoo:paratiasmiﬂlhealﬂip:mdm
m)gﬂﬁwhmﬂnﬂﬂmmm@m(mm

2. Are there differences in leadership styles (pmdictorvariaﬁlé)ot
mnagarsvmotavurhealthprumtimpmgrm(critarimvarhbla)am
those who do not?

3. Are there differences in leadership styles (predictor variable) of
mmmumysmuduaestabudmtotmlth
p:mtlmpmgzmandﬁmemmmmtmmnytmbhmt
mtsud\pzogrm(critarimvariable)atw-eeimﬁmin“

corporation (predictor variables) relate to perceptions of health
promotion : '

5. Is there a relationship between the managers leadership style -
(w-dictnrvuhbh)uﬂmwmmumotmmm
programs (criterion variable)? ;

6. Doss the origin of the idea for the health promotion progrem ' .-
(predictor variable) or the wanager’s participation in the decision:
to provide a health promotion program relate to the manager’s e
perosption (criterion varin_blo)otttupmqrm? ,
mgmtmwmmmmmum

proposed relationships in the research hypotheses. 'magtactmdmm
because it is very robust. The assumptions of random selection of subjects
uummlmmumotmmublummyiou&dwim'&hﬁ

serious harm to the procedure. .
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p:adictingtmmsvariahletoamtharmdincwaxyimmotﬂn
variablestotastﬂnaltamattvahypoﬂues untiplelhwmgmsaimm
chosen because it is more flexible than traditional analysis of variance.
withmltlplelimarmgzusim aneunwriteﬂnmchl.ﬂmtnﬂactﬂn
specificmseardxquestimbeingasked Inadditim Rewman (1976) points
mtuntwithuutiplelimarmgrmimmecantastmlaﬂauhipsm

e

otumevaziiabluwmﬂudixéctimofﬂamlatioﬂ u\c-rtain The
.oslmlot-igniﬁwmmmeddmnitmtuqmumotﬂn

Bimo four 1eadamup ltyh- ware bt.tng tutod, a mt:im for
Wy :

multiple comparisons w

ot

T e

Newnan (1977) reports

couparisons (tests of s 1canu, ‘are not independent of each
other, hmgnu ﬂum wnlygmwiu £ind signiticance (p. 221).

Amwwmdmwbwmmmlt&uﬂummm
whan making multiple comparisons. This researcher used __gi




mmmmmmwmmmmmmtyotmam
a'lypenm mtectsize(t’)mswjectivalyutat.lsuﬂmis
defined as medium effect. 'Batollwingtormﬂamtedby“mnmﬂhm
(1983) was wsed to calculate power:

L= f2y
where: N = mnﬂ:erotxaplimtia’n
Vo (e ;A
:-msm&mmﬂmm

mwmlmlatadtarﬂam-trirwtmddm,thath the
mmmmmumlm:uwm,mmmm
tollmtorﬁﬂ-luﬂywillbeatlmtuﬂshighorhigher Three power
uumtumqivm for small .02, medium :15, and large .35 effect sizes.
For ﬂusltudy, therefore, power for effect size would ba .15 if effect size
wutzu.lymlltortlﬂspowlatim. l@d}mdtwtaiumﬂdhe".ssm
large cttoct wmm be .92, 'Therefore, we can ba'fairly certain that if a
udimorluw.tt.ct“mdstinﬂnpoptﬂaﬂm,thhthﬂymldh
capabloctdmawqu. This study has low power and could detect a small
dtntliumapopnatlmlstimwtotloo. However, sinos the
mumumumatmwmnumm,mmm
feals the power is sufficient for this study. ‘

RESULIS

A vest majority of carporate officers are male, betwesn ages 30 and
89, and have approximately 4 years experience as a corporate officer. This
majority of corporate officers have at least a bachelor’s degres. Of the
copanies returming completed questionnaires, 88 offer health promotion
ptvqrmaxﬂ”domtott&rtnalﬂ\pmmﬁmpt:ogxm.




Otthemaspa\dents 163 (88%) favor health promotion at the worksite.
'memjarityofthemspmdmtsinﬂﬂssuﬂymclmtamdinmsym
Systems 2, bawvolmt-mxﬂmtiw,mﬂms, consultive. ’m:lslbx!y
adiressed six research questions. Responses from the entire sample (N = 187)
ware used to answer Research Questions 1 and 2 and related hypothesis. A
subset (n = 88) of the sample responses from corporations with health
promotion programs were used to answer Research Questions 3 through 6 and

Hypotheses 1 through 10 relate to Research Question 1. These
hypotheses and results are stated in Table 1. An examination of table one
reveals that there is not a significant difference among leadership styles in
predicting whether a corparation has a health promotion program. . Isadership
ctylummtnimiﬂcmtlyditthtwuﬂabowmhqtﬂw;
title, age, or gender, temure in current position, temume with corparation,
education, and area of specialization in corporation prior to current

'Hypothesis 11 relates to Research Question 2 and Hypotheses 12 and 13
mautomm-tim:. M“Wuﬂzﬂhmmm
Teble 2. Anumimtimot'l’ubh:xmhﬁuﬁu‘hmtllwm
difference among leadarship styles of managers who favor health promotion
proqrmatunmiu&uun-o'undomt. Nor is there a significant
difference among leadership styles in managers who always advocated the
establistment of health promotion programs and those who initially were not
in favor of the program, but now support such a program.
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Hypotheses 38 through 42 relate to Research Question 5. These
hypotheses and results are detailed in Table 6. An examination of Table 6
:malsttntﬁmismtasigrﬂiimtdiﬂmm:glmﬂpstyleqin
predtctingttamnagazs'pemaptimafbalﬂnpzmtimmascost
effective, increasing employee productivity, or decreasing absenteeism.
'ﬂmeismtasigrﬂﬂemtdiﬂminleademhip-tylesotmu,
officers who participated in the decision to establish’a’health pronotion
pmgraunandtmsemdidmt lbwever ﬂmeisaligruﬂcantdutm

st 'M Wi e
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Hypot.tuesn-sonelatatoneuatd;WG; These hypotheses and 1
results are detailed an Table 7. mtsmta;lgrﬂ;fiwrtdittmin '
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morale, increases employee productivity, and decreases absenteeism.
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Two Stage Smoothing of Scatterplots

Timothy H. Lee, Ph.D.
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Donald T. Searls, Ph.D. o s
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Abstract

Scattarplot smoothing is 2 simple but a very usatul tool for data analysis A smooth curve suponmposod on the
scatterplot greatly anhances the visual information, especially, the bivariate association between the prediction variable
and the response variable. In this article some smoothers are reviawed with respect to consistency and sensitivity to
discontinuities on the underlying functions. Robust centered span smoothers produce smooth and consistent curves but
they tend to smooth over or blur the discontinuities. Non-centered span smoothers are sensitive to the discontinuities but
they tend to ba rough and lack consistency. Two staoe smootmno Is proposod asa tecnnlque that ptovldes consistency as
well as sensitivity to discontinuities.

%

Key words: smoother, undertying function, discontinuity, consistency, centered §pan, non-centered span -

1. Introduction. .. . . ...

Scatterplots are a vefy useful tool for analyzlno 2 hlvarlate rolationship between two wrlablos. ny X and Y.

Tha observed bivariate data points

(xy¥9) (xa.¥) oo (Xn-Yn). . ‘ o
constitute scatterplots. They visually explain tha relationship. It was pointed out by Cloveklandy(1979) thlt tho oxvtr‘oim\o
polnts in the point cloud of scatterplots distract the eyes and they tand to miss the stmcluro of me bulk of the am Asa

TN

femedy scatterpiots are smoothed, then the visual information is enhanced lnd the usoclaﬂon botwpen mo two varlables is

i VN

clarified. Unfortunately, i discontinuities are present the smooth curve may tand to concaal this fact. i the lmoottmf :{?

sensitive to discontinuities they tend to be somewhat rough. Two stage smoothing Is proposed as & technique that tendsto

provide smooth fits with detection of discontinuities.

Scatterplot smoothing is a procedurs that operates over the bivariate data polms to decompose lho obsawed y,"

[RSERIRLTRE & Tk T
values into two parts, System (or Smooth) and Noise (or Rough). That Is. the Hﬂ obsarved valusof ¥ can ba writanas
AN v‘r;h cm?@‘emmwww

] I(X') 41 » i

By anld g “\m‘mﬁ %{} ¢
where ¢ is a system or 2 smoothing function and r; is a residual (or rouoh) Here we assume that yils generawd from an
E S T D

undarlying function and noise with a certain distribution. Thatis,
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yi=1(x) + 8. . o o L
s T

The undarlying function f(x;) Is estimatad by s(x;) in the smoothlng procodum The requirement of a good smoother is
that it should not be affected by occasional outliers and the output results should be smooth reoauﬂes of the input data.
In this regard, Cleveland (1979) proposed Locally Waighted Regression Scatterplot Smoothing ("LOWESS") which
meets the robustness condition of good smoothers. Friedman (1984) propased a variable span smoather in which focal
cross validation is used to estimate the optimal span as a function of the abscissa value, Mcbomid and Owen (1984)
propaseda sptinear it smoothing aigorthm that can produce discontinuous output. 1t can be usad for smoothing with
edge detection. One featurs of the spit linear fit method that distinguishes it from most of the Q@ie; ;mqoqﬁusf is that

One of the problems encountered in smootmno sattemlois ls how to estimate, l; closdy s powblu me f}x;&gy

s(x) using the given scatterpiots. Therefors, a good smaother should be robust and consistent, When the underlying
function, f(x), Is smooth (continuous) most of the centered span smoothers perform wall, However, if f(x) is
discontinuous or kinked, the centared span smoothers usually blur the discontinuous points snd mwiu (] smboth &we;
while the non-cantered span smoothers are quite sensitive to discontinuities.

Wl i

In this study, the smoothers sensitiva to the discontinuities, mmely. the non- ccntmd lplﬂ unoother. mmmo

smoomor that is more consistent but at the same tima can produce & discontinuous curve.

For computational economy, the updating lormula of the camplé variance prupoud by cmn T ' al (1060) wm

used to updau the uormlon pmmom ettlmaﬂons

Next, we discuss smoothers wuh two ditferent types of s,
1(x).

2. Centered Span Smoother.

The centered span smoother Is the most commonly und smoother.- To estlmm fix) hke 4 number of

observations around x; 30 that x; is a center of the observations. Thm observations cmslltutu a spanfor x;. Cleveland's

LOWESS, Running Median, Moving Average, and JRSSH are examples of the centered span smoother. Here, 88 8

centered span smoother, we use a robust fixed span smoother which is similar to LOWESS. The basic procedure is:
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{a) Find inttial fitted value y, for x; by using local linear regression.

Fita simple localstraght line o the data in the span for x,i= 1,..,n.
Then, find the initial smooth value . t=1....n(Updating formula can be used with unit weight)

(b) Dependnu on the residual (r; = y; - ) for each x,, assigna weldht
Awsight for each x; Is basad on each r;
Latm = Mediandir, I = 1,...0) , and et dj= r/(6*m)
Then, the woigh forthek-th observation i te span forx; wil be

} (1-0%torigy St
0 otherwise, .
(c) Based on the new weight, fit a locally weighted straight regression line.
(d) Repeat staps (b) and (c) until the convergerics criterlon, lygyq - ynewVDiglg! < © I8 Satisfied.
Inths sty o= 10" 0med.

" Thvis procedure s applied for three different sizes of spans In order o give polns on the boundaries of the span
less wdloht than the points in the center, So, three values (L1, 2, ¥3)) for x; are computed. The weight for each
estimate s Gvan depending on the span size. Lat wi, w2, and wa ba weights for each of 3 spens. Then, the final smooth’
value for x; wil be obtained by,

Newiyl + W2y + W,

where wi+w2+wWdel, .

nd
wisw2>wWi,

i the relationships among the spans are
span 1 <span2<epan.

In thig study, the three spans used are 18, 20, and 22, respecﬂve.ly.
The advantages of this procedure are: e
(a) It is computationatly effective in tarms of number of operations. ey

s
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(b} Itis more robust than a simple local straight line fit
(c) Using a straight line reducss computational cost and makes the updating easier. » -

Asssenin Houn 1, thls smoother biurs the discontinuous points and pmdm an ovorall smooth curve. Running
medians of thmo (referred to as ':m ) and 3RSSH are also simple centered span smoothers Thcy are quite sensitive to
discontinulties but produce rough (or bumpy) fits to the data, o

3. Non-centered Span Smoother.

Unliks most of the smoothers, spans for x; are not set up such that x; is "‘,‘ ognm oh span. For example,

McDonald and Owen's (1984) split linear it smoather is such a smoother, They pointad out the mlmoss 0f the centared
spanmoomamndproposedasmooﬂmmamnbewedforsmoommowimdgedam moldulswmalcmral
linear fits for x;; some of them are left-sided fits, some are cantral fits, and some are right-sided fits. In practics, three
linear fits (ane for each type of fit) are enough. Then, the three estimated values from the three types of fits are
#s3es3ad depending on the basis of the mean squared residual about the fine fittd over al ofthe data excaptx (rterred
1o as ‘PMSE’). Any fittad value with PMSE greater than the average PMSE for Xl lonond.ﬂWolofm for the remaining

fitted values are based on the squared differences between sach PMSE and the average PMSE, Using these remaining
fitted vaiues and their fespactive woloms (] walohtod average is computed a3 & mwa value for X

This smoother is vary sansitive to discontinuities but thare is a tendency for this smoother to pmdua s curve
with 8 somewhat jagged appearance. This problem can be solved to some extent by applying the above algorithm
fepetitively to its own output. In this study, it is repeated once to avold possible dlodulon of the fitted curve trom the
undertying function (x). See Figure 2, In this study, the span size for this smoother is 20, o

4. Measurement of Consisténcles. '

To compare the consistencies of smoothars it is necessary to quantify them. A possible candidate to measure
congistency is the average of the sample varlances of the B fitted values for sach x;- Etron (1990) presented an example

for 4 bootstrap estimate for the variance of regression coefficients. A simifar idea is spplied In thig study as follows.
First, assuming that the underlying function is not known, apply a smoother on a generated data set and find
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($0q) and 1 ay-8(x) i1, .

Then,
(8) Construct F by assigning 1/n a5 the weight for e  residual, . -

(b) Draw 2 bootstrap data set v
. -S(X') +’l‘".']-1,.,,'n, 3
wherersarelidfomf, -
’ M ! N v L B P } e ) .
0 . (“)l!‘/-‘,m,ﬂ A " . N \
mmwm G e L - Swpa s Lo S e e
" yl""t---'ﬂ-» S RSt N AT T S R S

WL

‘(c) Independenuy repeat mp (b) B times, obtainlna bootstup replications,”

CM]I-——tZ[:’O(x‘) - (x‘)ll ) . .

A hat im)

where
s 3 (e,
'™ .

A
cM2= 3 Tie)- oo o
N bt (el .

where / Is the underying function.

51 Dty W YS’
(o L) mmmhmmm (wrhﬁon)dﬂwsm%wmarwmmmeansmwﬁ\wmwwnm

‘ i B

the consistencies lmund the undarlying function. CM2is measurable only when the undenylno fﬁnctiontts known , mo

undertying function is known, it is more regsonable to use the 3 s rather man 'i 'S lnd 1(x,) tamer than 5(’9’ for step (c) in

0 e
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the above procadure to compare consistency. The reason is that the vaiues of the r;'s depend on the sensitivity of

smoothers to discontinuites. In Tables 1 - 4, such mezasures ars computad for comparison of the consistancy of Smoothers.

N 4 et
B v

5.Smoothing with Detection of the Discontinuities and Improved Consistency

Wa have sean that the non-centared span smoother is sensitive to the dlseommums. vmm ‘lh‘a centered span
smoothers blur them. By using this fact we can detect discontinuities simply by p!onino the differences of the two
smooth values estimated by the non-centered span smoother and by the centered span smoother. Figure 3 pnsoms the
two smooth curves for the purpose of visual comparison. The underlying function in Figure 3 is lﬂwtoomtmwm.

Figure 4 prasents the difference plot. A discontinuity Is suspected at the local maxima or mlnima'.“ n tha figure, 2
discontinutty ts suspected around x = 50. Also, the difference plot shows the overall pattem of the discontinuity.

We ars ntarestad in consistancy and, at the same time, in the detection of discontinuities. If 8 Smoother has both
properties, the computed values of CM1 and{CMg for that smoother will bg lower than those olottpr smogmm F;om
Tables 1 - 4, we sea that the robust centered span smoother has better conslstancy than the mn-elmud mn smoomor.

X

but the latter has mare sensitivity to discontinuities. The problem is how to combing the two daslnble pmwu. One

solution s to use two-stage smoothing. In the first step, discontinuities are located and the odolml dau ut b splil wd!

that each discontinuity serves s a splitting point. I the second step, the robust centmd t'p’_v tmoomr is applied to

each of the split data sets. The consistency measurements of this smoother are shown in Tables 2.and 3 and the smooth
curves produced by this method is shown in Figure 5. -

6. . Discussion.

In this study, the consistency measures of various :moomm i compared. The results show that
(1) The non-centsred span smoother is sensitive to discontinuities and lm congigtent than the mbult centared span
smoother,
(2) The robust centered span smoother lacks sensitivity to dlsconuwlﬂei but it is very consistent; |
(3) Other sensitive smoothers, such as running medians of three or JRSSH, produce quits rough curves and lack
consistency; and
36



{4) The two-stage smoother is consistant and produces smooth curves with edge detectm

The detaction and the location of the discontinuities on the x-axis are dependant upon the span size of the
smoother. The detarmination of the span size Is very important, If the span size Is large, then the robust centered span
smoother will biur the discontinuities. if x, is close to a dlsconﬂnuity, then the difference between the values estimated by
the non-centared span smoother and the robust centered span smoother will be large. If the non-centered span smoother
has a wide span it tends to ignore the diseominulﬁes, whlle a nafr'ow span will maka it unnecassarily sensitive and may result

infalse dmctlon of diseontinumes if there are moro man one dlswntinuity on the underlying function me distance

LR

between any two dlmonﬂnulﬂos must bo hfoer man the span stze ln ordmo be datactad

Wl L G -

Somoumas outilm mako the detection of dlscontlnulty veay dmlcult Ouﬂlcrs near the dlsoontlnumes may
ausecowusimmdlm topoordodsions Onoposslble nmodylsmpp!yttnmﬁnomedimasmmwonum
stage smooﬂ\er ls appllad The two-stage smoomer works wall when the dlsconunuiﬂes e scpmted onouoh mo the
fumﬂoml form of me undoﬂylna !uncﬂon ls not compyllcmd It works best when tm undonylno lunwon Is smoolh but
broken by dscomimmos. or mmple # 8w tooth tumtton When no dlscomlmlues are detected the Mo-shoe smoomer

is me umo 1} tm mbust eontmd span smoothof. The two suoe smoomer has mo udvantaoes of bo&no lble to deuct

dhoontlnumn ] ww ] bclno very comlmm.
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Figure 1. Smooth by Robust Centered Span Smoother.
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The Case Against
Interpreting Regression Welghts

- Keith McNell
University of New Mexico

Absfract

One of thi'maior problems €hat ha@ occurrdd in the use of
the regression statistical ‘procedure, is the tendency of =
individuals inappropriately interpreting regression weights. The

purpose of this paper 'is to discuss and to clarify problems that
can arise from such interpretation.

Introduction -

Although most multiple regression texts argue aguinst

interpreting regression weights: ("shaky nnd'danqorouyﬁ)‘j;

455

(Kerlinger and Pedhazer, 1973), "not very clogr‘hoﬁ thoifﬂvg}ugu

are useful" (Ward and Jennings, 1973); ‘“acquire moro,hoaning i

be Pas R wiaetgah
than statistically appropriate" (McNeil, Kelly and yﬁ"?‘?&yg,wx
1978)), some statistics text authors and roloa;chc

¥

to place some sort of importance or mcan#nqygn ?hi'mggn; ud gw: 

relative magnitude of the regression weights. ' The purpose of

this paper is to provide various reasons for why suéa‘
interpretations are not appropriate. Two cases will be discussed

in which the interpretations do not have to do with "importance."

4o




Reasons for not interpreting regression veightd‘iﬂclhde:

1) degree of predictability in the population is less than
perfect, 2) regression weights fluctuate from sample to sample,
3) assignment of weight is arbitrary, 4) regression weights would
probably be different in a manipulated situation as compared to a
non-manipulated situation, 5) the purpose of the test of
significance is unrelated to interpretation of weights, and 6)
the purpose of using multiple predictors.

orthogonal Predictors s
In the situation where the predictor set is orthogonal,
regression weights are indeed estimates of the population means.
A subsequent sample would probably produce a different set of
weights, but each set is an unbia;ed estimate of the population
means. But in no case would one want to rank the regrolsion

weights to "find the most 1mportant variablo.,‘ Thcﬂvarinblo with

the highest regression weight hai”€ﬁoiﬁ1§ﬁiitﬂudmp1‘ mean but
that hlgholt mean doesn't make it "tho most 1&53£t;ht "
Non-Orthogonal Predictors

' ‘ il Cle SR g e TE RS g :
R2=1.0. If the R2 is 1.00. in the population then the

el # At (“}’*“i

HcEay

waights would ho/;t#blc trom lamplo to lanplulbocaulo thcrc would
be no sampling error. Newton's law o! qravity D= 1/2 GT? was
shown to be derivable from rodro.nf&ﬁiﬁidhhéldqy (MoNeil, 1970).

But what does the weight's cootticinnt'ot'l)z mean? sinilarly,
Circumference = pPi # Diameter, but what dool Pi mean? Pl is

simply the weight, which, when multiplied times the diamctdr,

ylelds the circumferencae.



i)

R2 less than 1.0. When the R2 is less than 1.0,
successive samples from the eame‘oopulatioa, eepecially witul
correlated predictors, will yield duite ditrerent regression
weights. 8Since these weights bounce around, the term "bouncing
betas" has been coined (Kerlinger and Pedhazur, 1973). ’
Furthermore, when attempting to increase R2 or a particular
sample, the addition of non—orthogonal (correleated) predictors
will change the magnitude of the regression weighte. When the
population's functional relationship has been mapped the weights
will be stable. Even when correlated predictora are ueed,
weights may be stabilized even then. ’

An extreme case of pertectly correlated predictore.
One cannot use weighte to assess the "importance of a variable"

because when predictor variables are correlated both variables do

not "qet the weiqht" equally. In the extreme caee when two

variablee are perfectly correlated, one would ”get the weight"‘
and the other would qet a weiqht of rero. Certainly one would
not want to attach "no importance" to the variable that qot a
weight of zero. 1It ie the case that this variable does not

Wi
provide any new intormation over and above the pertectly -

to the other variable.

Control, or Upsetting the Prediction

sl ,
These applications where once a high R? is obtained that

qﬁwj%q:w

the goal then becomes one of "upeettinq the prediction“ {fozé
N h‘;r, : n“‘*@%&"

example attendance predicting GPA). One tende to manipulate one'}w

or more predictor variables in an attempt to alter prediction.

42




A

But one must remember that until manipulation hae occurred, one

5 o P

cannot know for certain the ettect of euch manipulation. Once
variables are manipulated other, correlated or uncorreleted

variables may have a difterent ettect on the criterion. The

# g

magnitude ot the beta weighte do not give any clue as to what _may
happen. SOme predictors will be more enenable to manipulation
and some manipulated variables will have no ditterential ettect

on the criterion. Finally, manipulating one predictor will

certainly have ‘some poseibly unknown eftecte on some ot the other
. P I CIPY 6 £ 4 TR P

predictore. : BE

Interpretation of Statistical Teet-

R R

the reetriction that the weight i- equal to zero. It . -
eigniticance ie determined then one can reject the null

#ON

hypotheeie veiqht (a1 = 0) and accept the reeearch hypotheeie

[a 3

that weight ai - 0) (non-direotional)vor weiqht ai -0 or A
wepg??“;ivgfo;ﬂdirectional). In neithergce exée the oonolueion
"theJregr;)eign’veight“ia the e:gple velu:tﬂlegﬂg?34f

The virtue of teetinq non-zero reetriotione euoh ‘as weiqht

aj = 1, 34 hae been delineated (MoNeil, 4n preparetion). Dut if

eiqniticance is tound with thie teet,wthen one cen only conolude
that, say aj > 1.34. It eigniticance iehnot‘ohteined, one
cannot conclude that a aj = 1,34, but that”wewtail to reject the
hypothesis that aj = 1,34, We not only'cannot interpret the
weight,. but we don't know the exeot velue ot the population

weight. (When R2 equals 1.00 we may "know" the weight.)
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Purpoee ot Ueing Hultiple Predictors B

The most compelling argument against the interpretation ot
regression weights ie that when one utilizes MLR one is taking
the etence that behevior is complexly determined (complex in
terms of a lerqe number of predictor varieblee) The goal then
is to account for the verietlon in the criterion by obteining as
high an R2 as possible by that set ot predictore. To try to
isolate the "most important variable" in that set is not related
to the goal of maximizing the R2 which is what MLR produces.
The Inverted U Example o -

suppoee data were obteined as 1n Figure 1, where there is a

3

eyntemetic eecond degree tunction between x end Y. The linear
R ot

correleetione ere: Txy = ,.oo, rxy .27, rxzx -5.96 when
both X end x2 are used 1n a multiple regreeeion model, the ‘
reeultinq R2 is 1 oo, and the tunction ot best tit 1l Y=5# v

+

“12 v x 4 5 X2. In no way 1e X2 "more 1mportant” then x.,“

It takes the unit vector, X and x2 to eccount for the varietion
in ¥. Each verieble, x, U, and X3, oontributee "over,end

ebove" the other two varleblee.‘

Although the variable X illustrates the typicel "euppre eo
variable", (correlating 0.0 with Y, correlating hiqh with the“~

other predictor, and having a negative weight) the £ect remei’

that X is as necessary in the equation as x3 Yet, the bete

W »m:x

weight are similar, but opposite in lignlv

e




+ The following Appendix A is presented tor the purpose ot

identifying a sample of a large number ot euthore who have made

'statements related to problems end concerns with the

. &

interpretation of regreesion weightl and prominent authors who
actually 1nterpreted beta weights. Let's hope that these
examples will increase the eensitivity of 1nd1viduels who read

the interpretation of regression analyeie reeulte.

Appendix A
1) Draper and Smith (1981) p 117

it multiple lamplea of the same veriable ereJobtalned, b is
g™ e i

an unbiased estimate ot ‘the population b only 1! the poetulated
model is the correct model (i.e. R2 = 1. oo). 1: it 1- not the

%

correot model then th Teetimatec ere bieeed.\ The extent ot the |

. biee depende... not only on the poetuleted end true nodell, but

3) williams (1959) p 3132,
The eiqnitioanoe ﬁeeted is eotuelly thet of the additional

amount of verietion{(in the criterion) eooounted for by the

CedE L
(predictor) variable... above that accounted for by the remaining

variables.
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4) Ward and Jennings (1973) pg 271.

Some questions, however, that arise in natural language
torm almost dety translation. Examples are the questions.

1. which predictor variable is the most important in )

e y .

explaining the criteria?

‘ 2. What are the relative contributione ot the various
predictors to the prediction ‘of the criterion?
"articles by Darlington (1968) end ward (1969) do describe

%

ways ot calculating values to retlect answers to theee questions.

Although it is usually not Very clear exactly how these values

PRI oy

are usetul...

LAY i H

8) Kerlinger and Pedhazur (1973) pq 63.

doisd

"The relative eizee of”the b and beta weiqhts eeem to

v

indicate that... and... contribute about equally, and that...
contributee little, but euch interpretatione are ehaky and

[

danqeroue..." pq 77.
Another ditticulty ie the inetability of regreeeion K

coetticiente. When a veriable ie added to a reqreeeion equation,

el

all the reqreeeion coetticiente nay chenqe trom eanple to sample
ERRE s SR ;

as a result of eamplinq tluctuetione, eepecielly when the
L B

independent veriablee are hithy correleted, (Derlinqton, 1968).‘

All this means, of course, that eubetantive interpret;tione of
& woepsk b

regression coefficients is ditticult and danqeroue, and if
PR I SR *HEULW

becomes more difficult and denqeroue as predictore are mor;
L i e wu gﬂi“ﬂb

highly correlated with each other.

P L2 3 *,
PR ¥ ol
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That the use of multiple linear regression requires satisfying sevml ammpﬁom has
seldom been disputed. However, assessing whether one has met importint assumptionsis
not always easy, and given the limited time available to instructors in a typical multiple re-
gression course, the techniques available for checking assumptions are oﬂ.cn not taumt, or
mentioned only briefly. The purpose of this paper is to compare the most mlly avallablc
techniques for checking assumptions from twa of the most popular statictice packages in uce
today, SAS (SAS Institute, 1985) and SPSSX (SPSS, Inc., 1985). It s hoped that the attached
examples will make the multiple regression coursé instructor’s job easier by providing con-
crete examples of computer inpit and output that lustrate the testing of mmnpﬂoﬁs.

A condition that should bc met for the use of multiple rcgression, butwhlchls not,

spealdngmumpﬁomlsﬂuw\erebcmabscnceofnnﬂmomnwiﬁ Mulﬁcol-
linearity is defined as the existence of substantial corvelation amonga nt of lndcpendcnt vari-
ables, and its presence creates thm dlstlnct problcmr

¢ the substanth Inlzrpnhﬂon of parthl ngmsion coemclcnu,

o the sampling stabillty of these cocfﬂcknts

and

o compuhuoml accuncyol the recmslon uulysis
Thus, M:bmolmdﬂcolﬂnuﬂtylsnourmmon mumpﬁon,falluutoumu
that predictor variables are notnmltlcolllncarcan mult in faulty lnmpuw.lom of analyses, |
regression equations that annotbe used for prcdkﬂon,yor both.

In terms of actual thoonucal assumplions for wsing multiple regression analyses, er-
mrsofﬂnpndldhnotndduikfmmuﬂnuudymmofw regression provide the basis
for assessingthe idequacy of the mode (Cohen & Cohen, 1983). Spectfically,  Is assumed
that errors
(1) are normally distributed




PRt

(2) are independent of ore another (hals; errors assoctated with one obéer-
vation Y are not correlated with errors associated with any other observation
Y) '
(3)mld¢nﬁcaﬂydls&lbtded(ﬁn1k,msampledfromthemdmﬂhmon
andhaveconmntvaﬂanccs alsolmomast!nusmnpﬂonof

dy) A
(4)have'amunofmo4 N
and
(5) are uncorrelaled wth the Mt varlables O(’s)

P ,_ . .
ST . T

and
Ot!nnmomormroutmmnddmlvahm,knownu‘m«s.whkh

notonlynukcnhﬂwlyhmconhhﬂomlomorormldmlvmahm

SR A K

3
1 gttt e

Tomumuunmocmmsmxmunumumm

Ry

{in){amous Longley data set. ‘l'hlsddauthunmltkolllmaﬂlymdsom'

s

msmmmhmmmuunwpmmammwmm

%

A




SpssX, ﬂnfoﬂmpmprovidcmnohudmnmdfromﬂ\mtwowkms,whkhm
will describe in the next section.

. Description of Output g

The first assumption about errors is that the residuals are normally dlstdbtdzd. This
assumption can be assessed by examining the residual scatterplot in Figure £.SAS and the
normal probability plot and statistical analyses shown in Figure 6.5AS; similar plots and statis-
tics are produced by SPSSX, as shown in Fighre 4 SPSS, Figure 5.5PSSK, and Figure ,
6.5PSSX. If residualsare normaly distlbed, he pus signs (+'s) and the asteriss (¥4) wll
coincide in the SAS normal probability plot (or the asterisks {*'s] and dots [°'s| h tthl’SSx .‘
normal probability plot). Also, astﬂkﬂcdhslformmﬂtykpwﬂdcdhwm‘l{ym
-6.8AS; Inthlscm,W.NORMAl. 0.948682, p= 471, ltshmddhmMMSPsgséON-
DESCRIPTIVE procedure routinely does not provide a comparable statistical test, Mlo( these
plots and tests from both SAS and SPSSX indicate that the assumption about normally
distribusted residuals has been met o

That ;edduals are independent of one another or ervors associated with one obum-
Uonueﬁi)’tcbnchtcdwlmcrrornssoclatedwlthmyothcrobscwmonhmucondw .
sumplion to be tested. The Durbin-Watson D statistic shown In Figure 3.8AS and Figure
S.SPSS‘umlorfmnI‘ndcp«\dcnaotmonwth\cord«ofamumm!nduL l‘orthls
data set, the Durbin-Watson D statistic is irrefevant. ﬂnm&dualmtlcmlohhl’l‘mlm
and Figure 5.8PSSX show that the mlduals are independent.

mmhdmnpﬁonlsuutmldmlsmldmmaﬂydwm ’msnmmthmhc
morsmumphdfmmﬂanMonmdhmcomuntmhm.dmknmu
homoscedasticity. Enmlmﬂondﬂnmidmlmtmploulnl'mnlmwm
8.SPSSX indicates that the assumption of homoscedasticity has been met.
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‘ Assump(lonl MWnﬂdmlshmumemofzero,cmbeddzmﬂmdbycwmn-
WMCG.SASorMes.SPSSF Forﬂnisdahsct,thcmcanls-‘lﬂlE-lO(l’lmuGSAS), ;
which is considered zero forom’putposcs,or.ooo (Figure 6.SPSSX).

Thecomhﬂonmtdxshwincthe comlalions betwmullof the independent vari-
ablesandﬂmcsldmlshmldbeuudtoumsnmpﬂons thatmemldmlsareuncom- -
htcdwﬂhtl\ch\depcndmtvuhbks. Examhaﬂonomncomhﬂonmmxformlsdmm,
as found in Figure 7.5AS or Fimre ’l.SPSS‘ mdkam:comlaﬂonbdmnuch of the six
lndepcndmtvaﬂabkundﬁnmldmleqmwzero. ’

ﬁu!ﬂnngreslonononXlsllnar,mnnpﬁoM canbedctemﬁncdbycreaﬂng
bivarhuscattcrploufonllpudldmwlmmcﬂudon Omeumplelsshownlnﬁqure

R A

S.SASandmoﬂlerlnPlaml.SPSS‘ both showlhc relationbctwnnYandxl All six pre-

dlclorslnd\lsdahulmllnurlynhtedtomecrncﬂoﬂ
Flmre 1.5AS md quun z.spss! showa check for multicollinearity. Lwtolcrmce )

value and hld\ condmon mnnbcrwlth hmvaﬂam propoﬁlon (or two or more variables
nuylndlate nmltlcoﬂmeaﬂty VadabksxsmdxclnMBdauutmaybe mtmlcollinearwith

*gpa7 \,

previous terms Inthe model. e .
Floxnzwhumu\dlmtoch«kforo\mm:. AMntludmidmlvdmlncx- -
md.mmmm.mwm«m«crmmk&mn,lm p.67). Also, adah L
pammmm:mmwmpumummump«udqmmmn Cook’ &
Distarce I discussed I depth in Tabachnick & Fidell(1965), p. 130, and Kieinbaum, Kupper
&Mun«(lm.p.wl.Mwmwm?m"w?wummplohppms,u A

well as a listing and a histogram of standardized residuals,

Discussion
Nﬂmd\mcmnmndw“mmonmodummdnmddmﬂpmmpm-
cedures for SAS and SPSSX are quite similar, mmmafcwdlﬂcmmwoﬂhnoum First,
Smmsammndmm&cdnmmmkow:poﬁ!mdmﬂm”mg- :

.
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whatcaskrmcproenmdsohasamnmlpmbabmtypbwmkaﬂukuﬁntowthm
that provided in SAS. SPSSK also provides standard errorsfor the skewness and kurtosis v sval-
ues for the variables analyzed in the CONDESCRIPHVEmodtﬂeU\mvaImsmnotprlntcd
in the SAS outpud. Onmeottnrhand,SASprovidesamusuwustofnonmlﬂywhenn-
quested through PROC UNIVARIATE, uwellasstemand Ieafdhwmuandboxplouofdls-
tributions, throvugh the same PROC. L s also easyto obain Cook's Dvalues through SAS's
PROC REG; s somewhat more diffcut 1o get similar statlstcsfroi SPSS, requiring the
use of a RESIDUALS subcommand. lnmostotherrcspecls,mtpuuscompanblvcforme*
dm:mdngmslonmalymshmhm Formoreadvanccdmsdonappﬂcaﬂons ltis

£k

somcwhatmiertoobhinkv«aoe(pmhl recmdon residual)plotsforgmmlllnmhy-

poﬂ\escs.usedlnumsimdm«ofﬁt,nonﬁuh\apoinu andnmlﬂcolllnarlty(glll.lwm
from SAS {via an option in PROC REG)ﬂunfromSPSS‘ whlchprodmu parlh! regmsion
plots"thtmduPAR'l'lALPLOI‘tubcomnwsd. ltshotﬂdbcmud,however thatsomc

anomalies vecently have been detected in SAS's regression and CLM procedures for models

PN

mmdm«&nwsamcmm(mumammlm Final, Mnu §

# 00

hnﬂnd,ltshwldbepoulbkfovﬂnmd«todmu%khcommﬂnmh«h

o g

propthuforapmkulumlon nmlysls.
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{ULTIPLE LINEAR REGRESSION VIEWPOINTS
VOLUME ‘17,‘NU‘MBER 2, FALL 1980

Implementing Vatigblq ’Sele'ctidn Te/chnu'idues”
in Regression B

Jerome D. Tﬁlﬁr
Andrews Unlvonlty R SR NVRL S . . 3 v e g

The most common methods of variable selection (forward, backward, all possible subscts) were coasidered,
Criticisms and common misuses of stepwise methods were presented. Suggestions were made for cach method
concerning appropriate procedures to follow in running computes programs and the information that should be.
reported with the results. An example was presented which showed how proper sclection should be doae, When'
variables are selccted for a regression model, the stepwise method can bo helpful if the initial choice of variables
is choscn as much as possible using theory, the defaults of the ‘computer program used aro not used
automatically, more than ono computer run is donc using diffcront variable scloction methods, and the final
model Is chosca through an intelligent process, not automatically using the final model generated by the
computer program. When the model ls described, all subjective decisions mado in the model selection process

should be reported.

An earlier version of this paper was presented at the annual moeting of the American Bduatloulkmmh '
Association in Boston, Massachusetts, Aprll, 1990, as part of presidential address. e




Multiplc regression is one of the most popular statistical techniques used in bebavioral science rescarch.
There are three ways in which it is typically used:

1) Testing a full model, interpreting the mode! and cach of its componeats.

2) Adding components to a model and interpreting the value of the increment.

' 3) Using a stepwise method in which variables are added or deleted from a model in sequeance to come
up with a final good" or "best" predwuvc model

This paper deals wuh lhe third of lhcw methods, the ncpwue method.
Defining the term "stepwisc®

In considering the stepwise method it is necessary to contrast the stepwise method nsed as & computer

program with the stepwise method used as a methodological procedure and to note the different ways in which
the stepwise method can be used.

Many computer programs are called “stepwise® programs because they can be used to build models using
a stepwise method with default or uscr-specified dtemdv? gpnt_rolling factors of the selection process including
the criteria for entering and removing variables.

Stcpwhe eomputcr ptognms can bo used ln lout myl.

4) The program Is used to make tpedﬂed lncreﬁental tests by adding ono or moro variables (o other
variables, .
Methods one and two are, almost Mthout empdon, the molhodn used ln Journal artlcles that clalm to be
using the "stepwise method*, Howevcr. few of them specify what statistical criteria are used for adding and
removing varlables. In most cases the default values are probably used (method one). Critles of the stepwise
method usually criticize the use of stepwise programs i either of the two automatic ways listed (methods one

and two),
Since method three uses the profcssional judgment of the researcher in the sclection of the final model, this

procedure will be suggested as the appropriate use of the stepwise method in this paper. Method four uses the

stcpwise computer program, but it is not a use of the stepwise method so will not be considered here.
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The stepwise method as a procedure can be used to describe at least four different variable selection

strategies.

SRR Y I ¥

1) Forward method
The telccuon begms vnth no mubles in the model nnd vuiablu are ndded one lt 2 time if lhcy
meet the statistical criterion for entering variables. )
2) Backward metbod
The selection begins with all variables in the model and variables are removed one at a nme if they
meet the statistical criterion for removing vnriablu.
3 Forward stepuise method ~
This is a vamtion of the lorward method in wlnch u cach nep, before any vanable is added,
variables alreldy in the model are couldeted for removal if thcy mcet the smnucal mlerlon lor":
removing variables. “
4) Backward stepwise method
'l'hh isa Mﬁ of the backward method in which at each uep; b&bre any variable is removed,
vnrilbla not in the model are conddered l'ot Iddltlon if they meet the mthlial mtcdon for entering
variables, oo
Usually in journal articles the method uwd s just called 'stcpwhe with no indlallou of which of the four
methods or procedurc ks used, The method that is usod n moet cases i probably the forward 4 epwise mothod
which is the default procedure for most stepwise computer programs.
The stepwise mothod has been froquently criticized by methodologists (Davidson, 1988; Hubeny. 1989'
Thompeon, 1989) and almost all aulhon of textbooks on multiple regression (Le., Beronsen ot nl.. 1983

Chatterjee & Price, 1977; Cobea & Cohen, 1975; Drapor & Smith, 1981; Freund & Mlnt'on.' 1979; Gunst &
. PR L I I S SR
Muon. 1980; Klelabaum & Kupper, 1988; Morrisoa, 1983; Myers, 1986; Neter et al., 1983; Pedhazur, 1982;

e e S

Witllnk, 1988; Younger, 1979). The criticlams ace both general and npedﬂc. Two eumplel of ¢eneul

are:

her brain at the entrance of the computer ceater, (Wil tdnk. 1988. p 259)
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Stcpwuc regression is probably lhe most abuscd compulerized stati cal technique ever

[EE 7SS Cleag g

devised. If you think you need stepwise regression to solve a particular problcm you lnvc, it

is almost certam that you do not. Profcsuonnl musucians mely use. automated ntcpwne »

S

regression. (Wilkinson, 1984, p l96)

Critics of the stepwise method suggest the following consideutions for selectmg a subcet of ptedlcton for
a prediction model: -

1) Selection of vnmbles for a regression model should not be an mtomauc or meclunlcal proceu.

2) No one method will consistently sclect the “best* model .

3) There is no one "bcn model awordmg to any common cmemn luch u the lnmmum Rz

9

5)

variables work in combination, or when mppreulon enstx.

g

6) The order in which variables entet the model Ahould not bc nwd & an lndnator ol the valuo ol !hc

variable as a prednctor.

¥ L

If a stepwise method is used to selea [ modcl in the automadc way tlut is molt eommonly l'ound in the
h(eulute. itis quite hkely tlm‘

1 0ther modch with the same uumber ol ptedlctou my !cry we

i

2) Smnllcr modcls may very wcll ptcdld an equlvalcnt Rzk

»@;@w Sk
3) Variables not included in the model may be Just as good or better pmliam thn some ol lho vuhbl«

.in the model, )
4) Tho variables wlll probably not entcr the modcl in order ol dwlr Imponmu In lho final modol

Mhm.n(.mummdn.mﬂhnd
1n spite of these criticlams and luaudou, there are ulll mny luurch nudla uponed in the recent

literature in which these guidelines are violated Mot of these undhn have lhe followln; characteristics:
1) Modcls selected by the computer were called the "best’ o “optimum" model for maximizing the

explained variance (Rz) with the minimum number of predictors (k).

2) No description was given of the process by which the model was sclected other than the term “the

stepwise method was used’, In most cases an automatic forward stepwise process was probably used.
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4)

%)

pfedldon a tlioé not in the model.

Exphm(oryhtcrpre(nmwcrcmadcbydeﬁnmg good"prcdlctonuthoseinthe model and poor‘ :

T

5
i

"The intcrpteuuon of lhe model lnduded a nnhng of dle vamblu in thc model in temu of impotmwe
G

based on otdcr of entry.
No menuon was nnde of the intmlalionslup of the vamblu in the dewripuon ol' the ptoeedures used

oa

or in the interpretation of the final modcl ulcaed.

Enmnlﬂ.n(.miam
Speuﬁc enmples of these um/mumel of slepwise teg;renion found in the educational literature in 1988

and 1989 include:

1
?)
3

'y

%)
6)

) [v.rubu B] ptoved to lack dgnlﬁunt pr

We found the moct consistent vuiabla that are most dotely usoda(ed“ w.h the auenon.

e

VuhbleAmpickedu(he *main predlctor.
AT Gl e O R R

We wanted to ﬁnd the op(imum cquation.
The amlyd.l ylelded an oplimum pfedwtor equa(lon with a lcw prcdlcton u posu'ble .

Tl allows the mos conslstent variables that are most dotely modmd with umhgia be dentificd®

“Tho w m of [mhblc A and ariablo B] as prodictors tevulcd that (mi.blc'Al predicted [variable Y]

s v b b

ediaivcudlity lnthiunlclea

PR AN YR T R T iy

order eomlalom betweeu Y cnd vurlabla A ﬁd B we 49 md(.48.

'uwnu!uoal

Altbou;hmoa.llnocuumduldulwouldweethutuepwhemc&hodubouldmbonudwhenm

o ik sk

to a model that is called a *peediction® model. Even ll [ predldlvo model is behl ulcdcd. delemlnlna the value

table reported that the zer0-
’ Vasisble B did not appear in’

vy s m‘mw

of cach of the predictors in the prediction model requires more than what the nepwhe methodvptovidu. Order .

of ontry

T ey S

should not be used for this p«rpou Stepwise methods nhould sot be uud to detemlne the number of .

varlables in the final model, 1f multicollinoarity exists ln the data set, stepwise mcthods .’sa’upmny suspec

In most cases, either the multicollinearity should be removed by romoving varhblei. of othcr pr

be used.

2

i 5

uld

. gl s g I b wm:w i

slighiedrane MMM
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Since from tlae critics’ polnt of view the uepwue mcthods are uually used in an inappropnate mumet, lhc
question then is whether lhc stcpwl.se method :hould be a recommended tuhﬁque l'or ttnusucnl uulym, and
if 50, how:houlditbeused.

The objedwe of this paper is to conudcr the conditions under wluch vamble celecuon proeedures such a

N WL S )

stepwise prowdu:es can be used apptoptiately in eduauoul resem:h.

The nepwnse melhod is appropnate for muauons in which a predneuon model i: dcwed, not an expluullon

model. In these sltuauons. it is best used for exploratory anllysu where Imlc thcory i.l a\mlable to gmdc in thc

selection of vamblec for the predlcuon model (Wi(unk, 1988). ‘
EREIC SR Trari o Dy
Stepwise mclhods are very helpful if used properly when a lubu-.t of predwtor vuriables llpmded to be

bl el 5 S e .
sclected. A major advantage of stepwise methods is that by enmining the output ol e:'ch step of the modcl
SE R BT SIS R R U R

building process the rescarcher can see how ach vuiable acts in different wmbnudom which can be uscd to‘
/»Jn“ LSS oy PR o o .
help the tueucher to u:lcct thc varhbles fot the ﬁnnl model.

I Y I B NS

Observing thc dungc in thc partial conelallom (and/or reyeulon eoemdenu) as variables & added and

i e

delctcd g,ivu l'ecl lor tho micblcs uut lt ddﬁcult to ;et ln any odm my. I both lomud%md backwud

LA

|tepwiu mctl:ods aro mcd ln conjunalou with an u!l poulblo mbuu program luch a BMDP9R, b put varicty

e vkt o0 08 SO S 8t

of "good* models can be examined. An carlier mldy by Thayer (1986) showed llu! lho backwud uepwiu und
all possible subscts methods frequently gave differcnt modela than the forward uepwlso method. ln somo cascs

with much higher R2 values with ;he ume ot lllghdy mm predlctm.

A R - T L L ' 3
S 1 5

The value of each} p(,)'u:.nt‘hl predldor can be mmlned by eompuhg tho uro-otdet eomhdou wlth the
partial eommlou nt‘ ;Idl ;ep ln the uepwho proeeu. ll lho pmhl comlulou mnaln high ulatlve to lhe
zero-order wmlutlon, then the mcmher can bo conﬂden{tuo{ lho mbm‘ty‘?f the mhblo in many predldlon
situations. If the partial correlations change mul;gd!y. then ltwlll uke wm; mllylh to dmmlne the dyugla
involved, particularly noting which variables scem to bo causing th? ch:ugu.’ |
How not to use stepwise methods

1 stepwise methods are used the following procedures should be avoided:

1) Stepwise methods should not bo used alone as the only procedure, cspecially if the researcher is looking

for the "best" ot "optimum" prediction model. An all possible subscts program such as BMDPYR should
be used in conjunction with stepwise methods. It is also very desirable to use both the forward and

T2.




backward stepwisc methods to examine alternative models. Whea one method is used the temptation

' is great 10 use the model that the computer ‘sclects as the final model.” The fnal model should be

seiocted as a resulf of many considerations, not oaly the statistical criterion used by the stepwise

2) Stepwise methods should not be used automatically using the default values. The default values of F(or

p)-to-coter and F(or p)-to-remove are scldom appropriate for good model selection. " Whether the
default values are used of nat, they should be specified in the reporting of the results.

3) The p values given for the increments at cach step should not be taken at *face” value. Huberty (1989)

suggests that *the tail probabilities .. . should not be taken too seriously. And onc should certainly sot

| refer such probabilities to conventional significance fevels to determine the 'significance’ of an entcred
of removed response variables YU
How to run stepwise programs
lhatepwhopfoamhﬁl&dtoi)tmidﬁddltothelu'cuchcrfotmodel ' 'n,t'hcfollowhslugg'eulon{
are offered: LTI S PR e . ‘
1) Reduce the number of variables to work with (0 & size that will allow you to do an "all possible subscts’
(BMDP§R) run, If eomputérmemo:ypemiu. do & backward stepwise run to find the best 27 (or
number that can be run by an all possible subsets program). If there ace too many variables to do &
backward run, then do a forward rin with a very low F-to-cater, forcing in all thooetically important
variables to find the ‘best* 27 (ors0).
2) ' Allow theoretically lmportant variablos (varlablos that have been shown or aro bypothesized to be
*causal® variables) to be entered first by forcing them la ihe model or allowing ‘them to be eligible for
entrance if they satisfy the statistical criterion for entering variables. ke
3) Set low P-to-cater or high p-to-cater values, such as F = 000200 of p = .10-1.00 (Myen.lm.
Wittiak, 1988). This will allow the computer {0 enter moro variables (if forward) or deletc more
varlablos (I backward) tho desired for & fiaal model, n oeder to eoasider more varlables thi youwill
use In the sclected model. The major advantage of this is to allow mdlf‘q’“&iihbiﬁidghf :0‘ vnrinmblec “°i

be coasidered whea the researcher sclects the final model. "~ ” e
4) Rua both forward and backward stepwise and all possible sublets procéﬁnrelln ofder 10" consider

alternative models and to examine the performance of the variables in differcot models.
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6)

. e wheg

-, The forward stepwise method lrequendy gives smnner models tlun the backwnd stepwhe method

and the rescarcher can observe dnngcs occurring indfe pmul eonehuoum(llntg‘/q tcgteuion
cocflicicnts) of variables which give a feel for the stability of the variable (Thayer, 19@). |
‘The backward stepwise method has an advantage overtheforwndstepwue ‘method because
combinations of variables that work together but not dngly are cqnddered. The hfog'wml stepwise
method will miss them (Thayer, 1986). . '
The all possible subsets methoq encourages examination qf ‘more than one model by providing
statistics for many models of varying sizes, many of which arc llmou eggi@gn( inlmiuial dedrlbilny
Cross-validate alternative models luggeued by the stepwise and all pow’bl‘e mbceunuu. This anpsbe
donc cither by generating an equation from half of the data and aad-ygﬁdat?ng;h oa the other half, or

o

by selecting another sample for the cross-validation, - - - s
Sclect the final model intelligently by using as many of uw rollowing criteda u ponlble .
Each variable in the model should contribute a meaningful amount to the total Rzol the model (thc

_incremeantal R squared of that variable In addition to t};e others in the ‘mpdcl)._‘wm‘n al&rp N the
."best" model may be a smaller model than that suucued by Sonsidering only the p valucs of the

- The variables selected should as much as poulblo be lhooredully muulng!ul mhblu.

The variables sclected should as much as possible bave M eomhtlonl (and rogression
coefficionts) which are relatively stable in the various uei’, orwidldl!t ent models. As variables are
added or deloted in the stepwise process, if the sign of the partial correlation md regreaslon cocfficlent
for a predictor changes, that varlablo may not perfor;n well in a cross-validation siuation, If a partial
correlation (and regression coefficient) becomes larger a8 the model increases ln size, the variable
should be studied closely to seo whether there is some suppreasion or multicollinearity in the data that
needs 1o bo considered In the selectlon of the final model.

Tho varlables selected should appear in many *good* models, Variables that only work in a few

combinations would be unlikely to work well in a prediction model with new data.
The model should be one of the best models considered in terms of cross-validation.

Th




If stepwise procedures are used properly, m'u'".y decuions n;i.n s;, madcooneemmgbow io m’n“ the .‘te"m ‘

included in the final report.
The following proecdur& used should be reported. S RS
1) F-to-enter/remove ‘tif.‘i;-fo?enlér/reﬁ:’éve values tsed. o

2) Stepping method used: forward, forward stepwuc ‘backward, or backwud stepwise.
3) Default ot submmte values used.

4) Which alternative models were examined. " 0 .

5) Results of stepwise methods compared to those of the all possible subsets method.”

'6) How mbjedive judgment (theory, etc.) was used in’ lclecuna variables for the model.

The following umstial tuu!u should be reponed.

1) 'For each variable considered:

' Zeto-order correlations and patial correlations with the dependent variable at each uep
2) For cach variable selected:
S0 Wby it was selected.
*The stability ol its ugreulou coeﬂ‘idcnt. bor 8, (OI' s pmlal eonelation) in different models.
3) " Por cach variable not selécted: T
Why it was not selected.
Whether the varlablo was a good predictor ln otber combinations of variables tested or a good ™
predictor alone. ' ‘ '
Whea model selection ls being done, the stapwise method can be belpfulIf the lniial choice of variables is
chosen as much as possible uslng theory, the defaults are not used lutomaUaH}. moré than one run is done
using different variable scloction methods, and the final model is chosen through an htelligentkproew.'not

Carw Sheoredo : L g

automatically using the final model generated by the computer program. - - - e :

Esample
Appendices A-C report computer printouts and modela of (hree vuhbl

LTS

: forward

stepwise, backward stepwise and all possible _lubseu. using the BMDP2R udPMPWR computer programs on
: v
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where nppropnatc, lllus( te most of lhe pomu pruented in (Im paper. ..,

Y

To make interpretation casicr, the BMDP2R listing in Appendix A is a combined forwnrd and backwardrun

but the variables catered and removed are in the same order gs:lheydwkc“geh with runs done using the forward
stepwise and backward stepwisc methods using F-to-entcr/remove vnlucs o( 2.(X)/l 9.

Table 1 reports a summary of the models uleded by the forwud and backwml uepwue methods described

in more detail in Appendix A. With the forward stepwise method, varhble 2 was the first variilble_'enteted. I
the default F-to-cater valuc of 4.00 had becn used, variable 2 would not have entered and the O-predictor model

would have been sclected. e s o R

Using F-to-cater/remove values of 2.00/1 99, the automa(ic forward uepwiu method sclected a z-predtctor

B e v g e sl it AR

model with an R2 of ,1495 which was the same as the best 2-prediaor model found uslng lhe:alleouiblc |ubceu

P sl

method. If the forward stepwise method would have been allowed to continuc adding variables with F's below
200, the larger models gclected became vfowdvx!v worse compared (0 thoss ideatified s the, "beat” of the
same model size by the all possible subsets method. - )

- The model selocted by the backward stepwise method was a 7-predictor model wbidt was thc same modcl
ﬁmx by th, sl pobl bses  the best modelof any sz, 1 smller saodls bad boen choscn vith the
backward stepwise Tmg(‘l{;od, they would have become progressively poorer than the Jbest® model of the same size
selected by the all Mle subscts m?lhod. Forward stepwise gave better small models while backward stepwise

gave bettor large modoll.

i R it

Summry of Models Sclected By Forward and Backward Stepwise Methods

Forward 2 4 1498
z_‘ zq Backward z! e 13,;3 .om
4 4  Forward 2 4 8., 10 2108
4 A4 Backward 2 6 ’ 1318 1783
[ S Porward 2 4 8 1012 2428
s 23 Backward 2 6 121315 2289
6 6  Forward 2 4 8 9 1012 2649
6 2 Backward 2 56 121315 2966
7 7 Porward 2 45 8 9 10 12 2963
7 21 Backward 2 56 9 121315 MM

-3
(=23




Appendix B reports the printout of the BMDPIR all possible subsets run on the A6 data. Onc 4-predictor
model, four S-predictor modcls, at least ten 6-predictor models, and at least ten 7-predictor models had vaalucs
lower than the recommended minimumvnlue (k+1 where ‘k’Tii’ the number of predictors ln“iﬂéi&!el)ﬁ “The
model with the lowest Cy,value was a 7-predictor model. Although this model was identified a3 the "best* model
by BMDPYR, all of the models with lower than minimum C,, values could be considered to be "good eaough
models. The best 2, 4, 5, 6, and 7 predictor models along with all other models with acceptable S values with
these mode! sizes are reported in Appendncu A-C,

Table 2 compares thc models sclected by the all possible subteu method with lhocc of the forwud ucpwhe
and backward stepwise methods. The three methods never gave the same models with 2, 4, 5, 6, or 7 predictors.

The models selected by the forward stepwise method were identificd by the all possible subsets metbods as
the best 2-predictor model, the 2nd best 4-predictor ﬁodel, the Sth best S-predictor model and not in the top
ten 6 or T-predictor modeli. The models uleaed by the backward stepwise method were ldenuﬁed by the all
possible subscts methods as the 4th best 2-predictor model, not in the top ten 4 or S-ptedlctor model, the 2ad
best 6-predictor model, .nd the best 7- ptedlctor model. ‘ P

1%

Variables 4, 8 and 10 were three of the first four variables entered i the forward uepwhc method but thcy

were aleo thres of the first five removed in the backward sicpwise method. Usiag the order of catry eriterion
for Importance would indicate that 4, 8 and 10 were some of the best variables if you used the forward stepwise
method or some of the worst variables If you used the backward stepwise method, ' ¢ i

1 the forward stepwise method would bave been used to scleet the *best* model and order of éntry was used * "
to Indicate importance (which should not be done), variable 2 would be called the *most important” variablo and =/

variable 4 the *next most important”, If better modols had beea used, such as those'shown in Appendix C, and”

coatribution to RZ was used as the criterion for importance, variable 2 would have been the *most importaiit® */ ¥
' ESRELS I .w;i‘i:%r*e:mg,:%‘,s&i !

in every model, but variable 4 did not appear la any of the models. R

Varlablo § was the second best varlable in two of the four "best® models (with S, 6, and 7 predictou) ln‘“‘*‘ W

Appendix C and Table 3 but the least important varisble ln the other two models.” Since these modcls e g&id
competitors for the *best® model as explained later, it can been scen that even ‘using ‘¢ontribution to R21s % likely
to mislead in indicating the importance of variables, since it can be so beavily dcpendént on what other variables

are in the model. ’
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.+ The listing of the partial conehtlons for each variable for each  step gives an indication of the ulbility of
the variables. Variable 2, the "most important® variable, is very stable, while other variables are shown tovary
somewhat. None of the yariables changes signs while in the model (indicated by as asterisk in the printout).

-« Models Selected By All l’ossible  Subscts, Forward Stepwise and Backward Stepwise Methods
o _All Possible

Predictors Mﬂh.od_....____._ hnam:ajn.lhﬁ_Mndﬂ_____ B__ _.Rlnkinx_.
.2 All Possible Subsets ...~ 2 SRS s L B
2 Forward T2 ‘ TS Tt
2 Backward .o 2 s e e 130908 o At
4 All Possible Subsets .2 . 4 S . - YR
4 Forward 27 4 8 10 2108 " 2ad
4 Backward 2 0 egei 60 01315 1783 Not in top 10
5 AllPossible Subsets . -2 .. 5. .9 1213  ..269 ... . .o,
; Forward 2 4 8 1012 2428 St
5 Backward .., ;. ., 2 6 .., 1315 . 228 Notintop 10
6 All Possiblo Subsets 2 3 ' 121315 3000, . .
6 Forward 2 89 1012 2649 Not In top 10
6 Backward ... ., 2 .. 6 .. 121315 296 . 2ad .
7 All Possible Subscts . . 2 . 6. .9 121315 MR .
7 Forward. 2 89 1012 2963 Nonnop 10
T | Backward 2 6 ... 9. 121315, MR,

.Disregarding theory in the selection of modcls, there were four models with 5, 6, and 7-predictors that
appear to bo worthy of sclection as 8 "best” model arg listed In Table 3, -More completo Information oa the
models is provided in Appendix C, P R BE RETEI R IR R ST SR

Varlables 2, 5, 12, and 13 appear in all of theso models, varhble 15 in four of the models, variable 9 la three
of the modcls, and variables 3 and 6 in only two of the models. In the list of partial correlations at cach step
in Appendix A it Is clear that variable 6 is a better pro{dicgotln most sltuations and therefore would be expocted
to do better in cross validation, The best 5,6,and 7 pr;diaof models are then those with asterisks by the R?
values In Tablo 3, The choice betwoen these models could be done after cross-validation and conslderstion of
other criteria not discussed in this paper, '
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Appendix A
Forvard/Backward Stepuise Results

‘2R - STEPVISE REGRESSION
IRAM JNSTRUCT IONS

fileatad?,
formatefree.
varfables=13,
dependents1,
L t=2 to 15,
enter «0,01,500.
removes0,00,499.
part.

wt

iress

nt
i

JER OF CASES READ. & ¢ v o ¢ o o ¢ o « o o o 30

RIABLE STANDARD COEFFICIENY SMALLEST LARGESY SMALLEST LARGEST
NAME MEAN DEVIATION . OF VARIATION SKEWNESS KURTOS1S VALUE - . VALLE ST0 SCORE $TD SCORE
x(1) 0.3162  0.0482 0.152482 0.5200  -0.3210 0.2210 0.4270 -1.9%$ 2.2981
X(2) 177.9060 6.7031 0.037678 0.0684 0.0559 163.1000 193.5000 «2.2088 2.3264
X(3) T8.3526 11,4684 0.146369 0.3066 -0.7693 34.2000 102.2600 ~2.0990 2.0847
X(3) 40,9520 - 1.5861 0.038730  -0.2923  -0.3913 37.2000  43.8000  -2.3656 1.7956
X(3) © 28,1060 1.4372 0.031134 0.0975 0,1848 24,2000 . 31,6000 *2,7178 2.4312
X(8) 90,6200 . 5.9709 .045890 0.2624  -1,0669 . . 805000 . 101.2000 _ . .-1.6%49 1.7719
X7 16.1300 - 6.1019 0.378293 0.0703  -0.1614 3.5000 32,0000 . "'-2.0699 2.6008
X(8) L0800 12.9107 0.176666 0.4533  -0.5277  50.0000  104.0000 -1.7877 ' 2.3%9
X(9) 74.6000 ©  8.1140 0.108767 . +0.2439 0.951 480000  $0.0000  -3.2783 1.8980
X(10) 6.2800  4.3801 0.607469 0.8519 0.4282 0.0000 20,0000  -1.4338 .33
X(11) 1933400 25,4547 0.131658 0.7104 0.7753  146.0000  272.0000  -1.8598 3.0902
X(12) 14,9400 10,3990 0.090473 0.6146 14698 91,0000  147.0000  -2.3021 3.0830
X(13) 5.4800 0,337 0.066360  -1.1897 3.7250 4.0000 6.0000  4.0698 1.4209
X(14) 49740  0.8642 0.135163 0.137%  -0.25%0 3.0000 5.5000  -2.0800 23503
X(15) 13.7680  7.3521 0.533008 0.6302  -0.273 2.0100  32.4300  -1.5998 2.3655
ELATIONS

X(2) X3 X(4) X(3) X¢6) {84 X(8) X(9) X(10) X X¢12) X13) X(14) »

2 ] ‘ 5 ¢ 7 ] ) 10 " 12 - IR T

T 1000 ,

3 0.635 1,000

& 0.65 0,646 1.000 o

S 0.38 0.7 0582 1.000

6 0426 0689 0.5 0.522 1,000

7 0225 055 0205 0.207 0.39 1,000

8 -0.182 -0.264 <0.168 +0.323 -0.246 -0.006  1.000 T

9 <0187 0,082 <0143  0.148 <+0.008 0.049 0.234 1,000
b 10 0,276 <0576 <027 0,158 -0.454 -0.470 0.135 0,084 1,000 e
b 11 0580 0450 0,348 0354 0347 0,207 <0.066 0,145 -0.358  1.000 .. i
P12 0151 <0118 0,042 <0247 0065  0.244  0.528  0.153 -0.101 0101
Y13 0216 <0033  0.202  0.041 <0.162 -0.208 -0.300 -0.321 0.326 -0.031
bt <0109 <0348 <0.M3 .0.229 -0.328 -0, 0.007 0,134 0.213 +0.313
b1 0364 0810  0.329 0414 0.727 0.3 0.9 0,047 <0.669  0.30) .. 0,098 -0.205 ..-0.405

10222 0056 -0.00 -0.08 <0032 0,132 0.163  0.147 -0.158  0.160 -0.07% -0.149 0,083

X% X1

15 1

Y18 1,000

1 0.468 1,000

sble 2 had the highest 2erc-erder correletions ulth a(1), the dependent verfsble. Verlsbles 7-11, 13 and 15

*ING ALOORITMM, « + « & & &
OENT VARTABLE. « o o o o o

AN ACCEPTABLE F TO REMOVE.

M ACCEPTASLE 7 TO ENTER . .
A ACCEPTABLE TOLERANCE. . .

i
. 1%
0.010,

« 0.000,

+ 0.01000

(1)
$00.000
499.000

(3

LN

Ve Foa




step 0. 2

#esasscsasncane

VARIABLE ENTERED 4 X(4)

WULTIPLE R " 03887, . .

MULTIPLE R-SQUARE 0.1495 :

ADJUSTED R-SQUARE 0.1133

$T0. ERROR OF EST. ~ 0.0454

ANALYSIS OF VARIANCE ‘

SUM OF SQUARES ©  DF - - MEAN SQUARE F RATIO

REGRESSION 0.17033600€-01 2 0.8516802¢-02 4.13
RESIOUAL  0.968744106-01 47 0.2061158€-02

VARIABLES IN EQUATION FOR X(1)

$TD. ERROR S0 REG N, . .
VARIAGLE  COEFFICIENT OF COEFF  COEFF  TOLERANCE 1O REMOVE LEVEL.  VARIASLE

1L
1. X5

CY-INTERCEPY 0.20221 ) .
X2 .2 0.00357 * 0.0013  0.496 - 0.57190 1.78
X4 4 -0.01272 .0.0054  -0.418 - 0,57190 © 5.53

;' This model wee the model setected by forverd stepu!
.., using an F-to-enter of 2.00. v

step vo, . 21
VARIABLE REHOVED :
WLTIPLE R “0.5892
WLTIPLE R-SOUARE 03472
ADJUSTED R-SQUARE  0.2384
870, EAROR OF EOT. 0.0429
ANALYSIS OF VARIANCE ¢ (i

BUM OF SQUARES ',
REGRESEION 0,395496304-01 *
RESIOUAL  0.743383800-01

VARIASLES 1N €QUATION fOR (1)

AR . PART{AL f
TOLERANCE YO REMOVE LEVEL, VARTASLE CORR, TOLERANCE T0 ENTER  LEVEL
ey, Ty 3 <0.11214

.

. X¢15)

970, ERROR $70 k&G o ¥
VARIABLE  COEFPICIENT OF COLPF  COUPP

(Y- INTERCEPT 0.37824 R

x(2 2 0.00423 0.0012  0.588 0.33012 1".n 1.
X(3) S «0.01%70 0.0041 <0.448 0.47030 6.82 1.
x(6) é <0.00318 0.0016 +0.393 0.38893 3.0 1.
X(9) 9 0.151292-02 0.83006-03  0.235 0.7799% 3.2 1.
X12) 12 -0.167628-02  0.69884-03 <0.362 0.68420 .7 1.
X(13) 13 +0.04389 0.0208  <0.330 0.4309% 4.43 1.
X1%) 13 0.00233 0.0012  0.386 0.43940 4.2 1.

VARIABLES NOT IN EQUATION

PARTIAL

IR

[ERE

0.93861
0.05272

¢

CORR.  TOLERANCE

'3 .0.03034 0.48713 -
5 -0.14354 0.58742 .
‘6 -0.01457 .0.48887 :

A1y

F
TO ENTER

b

B23ege

Py
-
-

by

OOAOO s
by

RABR

VARIABLES NOT IN EQUATION
A F N

LEVEL

ot b ih b bt b

e L L Y




*NO. 22

ABLE RENOVED 9 X(9)

‘IPLE R 05447 :

IPLE R-SQUARE 0.2966 i

ISTED R-SQUARE 0.1985
ERROR OF EST. . 0.0432

Y818 OF VARIANCE

SUM OF SQUARES DF MEAN SQUARE F RATIO

REGRESSION  0.33790250€-01 6 0.5631709€-02 . 3.02
RESIOUAL  0.80117760€-01 43 0.1863204€-02 : | v
VARIABLES IN EQUATION FOR X(1) . - VARTABLES NOT 1N EQUATLON

: : 870, ERROR STD REG F . ‘ « PARVIAL F
VARITABLE COEFFICIENT  OF COEFF COEFF TOLERANCE 7O REMOVE LEVEL. VARIABLE CORR. TOLERANCE YO ENTER  LEVEL
NTERCEPT 0.75678 ) :

2 0.00344 0.0012  0.506 0.56993 8.92 1.X3) - 3-0,13162 0.07290 0.7 1

H -0.01199 0.005¢ -0.357 0.53053 4.14 1. X(4) 4 -0.08029 0.37123 - - 0.27 1

é +0.00352 . 0.0016  <0.436 .0.39451 459 - 1.XN © 7 -0.18857 0,18085 1.5 1

) 12 -0.15808E-02 - 0.71486-03  -0.341 0.48815 4.89 1.X08) . 8 0.1%456 0.64908 - 1.65 1

) 13 =0.05222 - 0.0208 . -0.3% 0.66426 6.30 1.X9 < 9 0.26812 0.7799 . - 3.28 1
) 15 - 0.00261 0,0013  0.398 0.43996 4,26 1.« X(10) 10 0.17102 0.4305% - 1.27 1.

. . T : . XC(H) 11 0.08474 0.60307 0.18 1

1

« X(14) - 14 -0.04708 0.81680 = 0.09

[P .
i

This lio the 6 predictor model thet would have been selected by backward stepuise

N, 23 ey o it
ALE RENOVED . § X(5)

PLE R 0.4784 -

PLE R-SQUARE ..

o 0.2289
TED R-SQUARE 0.1412
ERROR OF BST.  0,0447

SIS OF VARIANCE
UM OF SQUARES OF  MEAN SQUARE f RAVIO
REGRESSION  0,260497304-01 5 0.5213%43¢-02 2.61 'l‘
RESIOUAL  0.0878308260¢-01 44 0.1996323¢-02 ;
VARIABLES 1N EQUATION FOR X(1) , VARIABLES MOT IN EQUATION

870, ERROR 870 ReQ
ARIABLE  CORPPICIONT  OF CORfr  Cotrr
0.62171 )

U . ' PARTIAL f
TOLERANCE 7O REWOVE LEVEL.  VARIASLE  CORR. TOLERANCE 7O ENTER  LEVEL
faRcart :

2 0.00250 0.0011  0.348 0.7213 4“9 1. K3 3 -0.19981 0.07841 .79 1
6 -0.00428 0.0017 <0.526 0,41403 PR 1. X8 4016326 0.40909  1.18 1
12 -0.121760-02  0.71458-03 -0.263 0.73387 .0 1. X(S) $ -0.20647 0.53053 4.4 1
19 -0.04737 0.021  -0.357 0.4nar d30 1.xn Toode o L
" 0.00243 o0 03n oM X" 9 0.14120 0.879&%  0.87 1
CX(10) 10 0.0798 0.46620  0.24 1
LX) 11 0.05071 0.60311 0.18 1
LX) 14 -0.02641 0.81998 - 0.03 1

This fs the 3 predictor mudel that would heve been selected by backuard qtepuise.
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STEP NO. 24

VARIABLE REMOVED 12 X(12) '
MULTIPLE R 0.4222
MULTIPLE R-SQUARE 0.1783
ADJUSTED R-SQUARE 0.1052
$T0. ERROR OF E87. 0.0456

ANALYSIS OF VARIANCE o G .

SUN OF SQUARES DF  MEAN SQUARE F RATIO :
REGRESSION 0.203044106-01 4 0.5076102€-02 2.44
RESIDUAL -+ *'0.93603400€-01 *' % 45 0,2080080€-02 : ‘ :

. VARIABLES IN EQUATION FOR X(1) ) . . VARIABLES NOT IN EQUATION

. . STD. ERROR 80 REG PARTIAL P F BEEN
VARIAGLE - COEFFICIENT OF COEFF ' COEFF CORR. - TOLERANCE : YO ENTER  LEVEL .
(Y-INTERCEPT -~ 0.33832 ) = -« wh i ¢ ‘ S
X(2) 2 ¢ 0.348 -0.13532 0.08224 . 0.82 = 1
X(6) 6 *0.447 <0.21748 "0.43907 - 2,18 - 1
X(13) 13 -0.232 *0.21616 0.58578 - ' 2,16 1
x(15) 15 0.315 +0.20628 0.19016 . 1.9 1
.. I 0.09308 0.81411 0.38 1
’ 0.14000 0.87999 0.88 1
‘ 0.04373 0.47239 0.08 1
i 0.01118 0,62425 0.01 1
2 +0.24818 0.73387 2.9 1
W 0.01 1

*0.01307 - 0.82208 -




PARTIAL CORRELATIONS
UABLES 2 X(2) 3 X(3) & X(4) S X(5) . 6 X¢8) TN 8 X(8) ? X9 10 x(¢10) 1 x(11)

0.2223 0.0562 ~0.0938 <0.0559 © ° -0.0318  0.1324 - 0.1631 0.1473 -0.1585 0.1595
0.2223*  -0.1129 -0.3243 =0.2356 T .0.9434 70,0871 ¢ 0.2122 ¢ 0.1971 ++°<0.1036  *-0.034$
0.3768* 0.0303 <0.3245*  -0.145% «0.0146 0.1197 - 0.2020 0.1979 <0.1548 0.0291
0.3975¢ 0.0704 -0.3183*  -0.0974 0.0223 0.1138 - 0.2020* 0.1632 ~0.1804 0.0192
0.3828*  -0.0310 -0.3397*  -0.0846 =0.0440 «0.0087 - 0.2218* 0.1616 -0.1804*  -0.0300
0.3583*  -0.0544 +0.3269*  -0.1081 -0.0496 0.0388 ' 0.2934* ' 0.1705 =0.2240* 0.0114
0.3754*  -0.0866 -0.3278*  -0.2048 =0.0762 0.0228 0.2693* 0.1705*  -0.2244* 0.0285
0.4204*  -0.0064 <0.2414*  -0.2068*  -0.0243 0.0658 - 0.2137 0.2642¢  -0.2151* 0.0606
0.4444*  -0.0245 =0.1903*  -0.2474*  -0.0717 0.1104 * ' 0.1884* 0.2220*  -0.1155* - 0.0611
0.4462¢  -0.2154 <0.1743*  -0.2824*  -0.2324% 0.0115  0.1711 0.2241¢ 0.0083* 0.0822
0.4536*  -0.0807 «0.0300*  -0.3116*  -0.2324*  -0,.1459 0.1109* - 0.2243* 0.0866* 0.1410
0.4489*  -0.0721 0.0063*  -0.3287*  -0.2721*  -0.1459* - - 0.0859* 0.2320* 0.0755* 0.1419
0.3634*  -0.079%4 0.0392*  -0.3500*  -0.2936*  -0.1468* - 0.0745° 0.2516* 0.1154* 0.1419*
0.3671*  -0.079%4* 0.0607*  -0.3304*  -0.1897*  -0,1419* - 0.0779* 0.2497 0.1013* 0.1457
0.3688*  -0.0785* 0.0549*  -0.3321*  -0.1896*  -0.1440* - - 0.0733* ~ 0,2537 0.0942¢ 0.1279* -

0.3671*  -0.079%4* 0.0607*  -0.3304*  -0.1897%  -0.1419* - 0.0779* - 0. 2497 0.1013* 0.1457*
0.3842*  -0.0645* 0.0607 -0.3326*  -0.1803*  -0.1323* 0.0930% - - 0.2442% .’ 0,0867% 0.1354*
0.3951*  -0.0645 0.0392 ~0.3731*  -0.3283*  -0.9417* 0.0862* . 0.2487* - 0.1088* 0.1367
0.4118*  -0.0542 0.0586 <0.4059*  -0.3506*  -0.1521* 0.0862 © - 0.2683* . .0.1351* 0.1388* .
0.3992*  -0.0872 0.0097 +0.3872*  -0.3470*  -0.1850* - 0.1179 0.2M91* 0.1351 0.1093¢
0.4770*  -0.0818 -0.0050 «0,3809*  -0.3403*  -0.1852* 0.1138 0.2658* - 0.1045 0.1093 .
0.4680*  -0,1122 -0.0544 ~0.3691%  -0.2906*  -0.1852 - 0.1426 - " 0.2681% 0.1408 0.1097
0.4146*  -0.1316 ~0.0803 <0.2965¢  -0.3105*  -0.1886 0,146 ¢ V70,2681 - 0.1710 0.0647
0.3191*  -0.1998 -0.1432 <0.2965 -0,3596*  -0.1620 - 0.2281 - “:Q.1412 °° 0.0730 0.0597 -
0.3099*  -0.1353 -0.2175 «0.2182 *0.3007*  -0,2063 " 0.0930 © ':0.1400 - 0,0437 0.0112
0.3321¢ 0.0332 «0.2502 <0.2058 *0.2167¢ 0,102 * T 0.1099 T 0.1486  -0.09%6 0.0125
0.2636*  -0.1743 -0.3154 -0,2652 -0.2167 0.0333 -7 0.1657 - S 0.1459  +0.0212 +0.0051
0.2223*  -0.1129 <0.3245 -0.2356 «0.1434 0.0871 0.2122 © “"0.197% «0.1036 0.0365

Good Good Low Good

Alvays Swall Alone m:z
Mot []]
Alone %(15)

PARTIAL CORRELATIONS
LLABLES 12 X(12) 13 X¢13) 14 X¢14) 15 x(13)

+0,0736 *0.1493 +0,0525 0.1650 .. !
+0.0437 «0.2072 «0.0110 0.092%
=0.020% *0.1913 +0.0684 0.1433
«0.1511 +0.1458 «0.0418 0.1508

0

0
*0.3631¢  -0,3008*  «0.053%4 0
<0.3381*  0.3122*  -0.0%24 0
«0.3520*  -0,3308*  -0.0623 0.3274¢
-0.3298*  -0.3048*  -0.0803 0
*0.3134*  -0.3138*  -0,1028 0
Q. 3471 <0.3090*  +0.0064 0
<0.3196¢  <0.3573¢  -0.0471 0.3004¢
+0.2482¢  -0.3166*  -0,0264 0. 2717
«0.2402 <0.,2298¢  -0.01M - 0.2208¢
<0.1992 *0.2622*  -0.0736 0.2205
+0.1567 «0.2072* -g.gﬂ: 0.0298




5 VARIABLE

ad 1

soals 00,4292 0,1842 0,0347
b : 0.4591 0.2108 0.0265
: - 0.4928 0.2428 0.0321
,+0.5146 0,2649 0.0220
.0.5443 0.2963 0.0314

0.5762 0.3320 0.0142

- 0.6177 0.3815 0.0135

0.6307 0.3978 0.0038
Lo 0.6318 0.3991 0.0013
I XC14) 0.6307 0.3978-0.0013
ok XCAY - 40,6289 0,3956-0.0022
3 X(3) 1 0.6269 0.3930-0.0025
< 8 %(8) 0.6233 0.3885-0.0045
10 X¢10) ¢ :-0.6141 0.3771-0.0114
1 X(11) -+ - 0,6079 0.3696-0.007S .
7 KT .34
9 K9
% X($)
+A2 X(12)
215 X(13)
& 6 X(6)
13 X139

F 10 ., NO.OF VAR,

-

by

0.5637 0.3178 0.0213 .

0.6067 0.3681 0,0361 ..

10,6277 0.3940 0.0125 - -

. .
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R - ALL POSSIBLE SUBSETS REGRESSION
‘AM INSTRUCTIONS

it filemtebt,
formatsfree.
variabless1S,

‘ess  dependentsi{,

independent=2 to 15.

DENT VARTABLE. o o o v o o o o v o
'R OF YBEST* REGRESSIONS REPORTED . . ,
TION CRITERION ¢ o o o v o v v o &

ROFCASES READ. . ¢ o o s o 0 v o v o
{ACH SUBSET SELECTED BY YOUR CRITERION,

ED. THE REGRESSION COEFFICIENTS AND T-STATISTICS ARE PRINTEO YO THE RIGHT OF VHE VARIABLE MAMES, ,MANY OTHER SUBSETS MAY ALSO
‘PORTED THAT ARE NOT ACCOMPANIED BY REGRESSION COEFFICIENTS AND T-STATISTICS, 'SOME OF THESE SUBSETS MAY BE QUITE GOOD ALTHOUGH =~
ARE NOT NECESSARILY BETTER THAN ANY SUBSET THAT NAS NOT BEEN PRINTED. ., - ; L (rny T e

T SUBSETS WITK 2 VARIABLES

. eececense

ADIUSTED ERBIN = SIE 8
UARED  R-SQUARED e - ERYRE SIS et
149339 0. 113349 - 5.54 X(2) - X(4) . . Forward Stepuise 2 Predictor (SEST) Model ; w

02208  0.064004 8.29 X(2) .

o249 0.05321 AT K X(®) ,
#0255 -0.051343 8.9 X(2)  X(1) Sackuerd Stepuise 2 Predictor Nodel

SUBSETS WITH & VARIABLE

LTI T

ADJUSTED =
AARED  R-SOUARED o ‘
2780 0.459193 498K X KB X9 o S
NOTTT 0.140623 ST K@) X&) - K@) X(10) : : forvard Stepuise & Predictor Model ,
" backwerd Stepuiee & Predictor Nodet -
- Mot Listed In Best Ten 4 Predictor Mode!
ADNATIO Lo
WARD R-S0UARKD o
9678 0.186910 453 VARIASLE  COEFFICIENT T-STATISTIC
2 x(2) 0.00423862 . 3.43
$ X(3) <0,0140603 2.8
9 K(9) 0.00166493  1.%4
12 X(12) £0,00139228  +1.96
13 X(13) <0,0408527 - -1.98
INTERCEPT . 0,294943 .

232033 0.167933 5.52 x2) X(3) X(12)  x(1%) X195
247038  0.161496 3.86 X(2) X(4) X¢5) x¢9) X(ﬂ)
264840  0.159026 5.99 X(2) x(3) X¢8) X(12)  %(13)
242843 0.156804 6.10 X(2) x¢4) X(8) X10)  X¢12) l:m-rd Stepuise 4 Predictor Nodel

= X(3)

i
1
!
|
|
b

%

£

SASETE WITH 5 VARIADLES - L e

Appendix 8 ,
1 ALl Possible Subsets Output

. 1 X1

... 8 . N
.. CP B .

.. 50 3 RN S D

THE R-SQUARED, ADJUSTED R-SOUARED, MALLOWS' CP, ANO THE VARIAGLE NAMES ARE

» IR

el s ox oy
ERREECEE Rk

cenacence

£22)

i B R
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SUBSETS WITH

LI g
&6 VMlAILES

cevecvecccs

sevacvesanse

0.209565 ' 0.201830  4.80 .VARIABLE COBFFICIENT T-STATISTIC
: : 2 X(2) 0.004695
3 X(3) -0.00285065 |  <2.19
3 X¢(5) <0,0103034 - <1.69
S 2 X3 -0,00168170 = -2.33
G 13 X(13) -0.0480981 . -2.38
15 X(15) 0.00369285 = 2.30
L INTERCEPT 0.404160
0.206645 . 0.198502  4.97 X(2)  X(5)  X(6)  X(12)  X(1%)
0.291666  0.192828 5.26 X(2) . X(3) X8  X(12) .X(13)
0.290071  0.191011 MG XS KO XR2)
0.288310 ‘o’mool._ @ A MG xR
0.267008 0187520 | 5.53 XD XS X% K2R -
0.205008 0. umz 5.5 X(2) X3 . X(5) K9 | K(12)
0.202375  0.182242 . . 5.0 X(2)  X(S) K9 X1  X(13)
0.20028 0.181846 . 5.82K() XS XD X9 L X(12)
0.281706 0181479 S BATKED) CUM(S) M6 X9 A(12)
Yot wecien o L ogate
SUBSETS VITH 7 VARIABLES
ADJUSTED
R-SQUARED  R-SQUARED c»
0.347206  0.238407 V"°4,02 VARIABLE " COBFFICIENT T-STATISTIC ¢
0.00422728 A3
b 40,0056974  +2.87
0,00317676  +1.97
0.00151294 1.80
«0,00167624  -2.40
«0,0438120 2.1
0.00283197 2,08
INTERCEPT 0.578242
0.346500 0,237699 4,06 VARIABLE COIPFICIENT T-STATISTIC
2 XD 0.00913442 1
3K «0,00291991 <196
5 X(9) «0,0141462  -0.13
9 X(9) 0.00146301 1.7
12 K(12) 0,00173720  +2.49
13 X¢13) «0,0400843 1.9
19 X(13) 0.00343443 2.19
INTERCEPT 0.267483

s
i

£ x(m
s
xQ15)

xe18)

X¢(13)
l(‘l!)

X146
n(13)
x(13)
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E Appendix €

Model 1 == All Possible Subsets Best 7 Predictor Model & Backwerd Stepwise 7 Predictor Model

iTICS FOR 'BEST' SUBSET : P D

s CP 4.02

D MULTIPLE CORRELATION  0.34721

*LE CORRELATION 0.58924

(ED SQUARED MULT. CORR.  0.23841

JAL MEAN SQUARE 0.001770 '
\RD ERROR OFf EST. 0.042077 ' '
RE 1414 3.9

ATOR DEGREES OF FREEDOM 14

INATOR DEGREES OF FREEOON 42

FICANCE (TAIL PROS.) 0.0084

THAT THE ABOVE F-STATISTIC AND ASSOCIATED SIGNIFICANCE TEND TO OF LIBERAL WHENEVER A SUBSET OF VARIABLES
LECTED 8Y THE CP OR ADJUSTED R-SQUARED CRITERIA. ' .

cecssceans ssevescecsssssscnasnscvee

CONTRE-
ABLE REGRESSION STANDARD  STANO, V- 2TAIL - © TOL- BUTION
NAME COEFFICIENT ERROR  COEF. STAT, - $1G. ERANCE TO R-$Q
TERCEPT 0.578242 0.275920 11.993 2.10 0.042
(2) 0.00422728  0.00123163 0.588 3.43 0.001 0.530117 0.18310
(5) +0.0156974  0.00609680 -0.468 -2,57 0,014 0.470301 0.10297  2nd Nighest Contribution to R-82
(6 <0.00317676  0.00161419 0.393 “-1.97 0.056 0.388951 0.04020 o -
[$2) 0,00151294  0.000838828 0.255 1.80 0.078 0,779956 0,05056
(12) <0.00167624  0.000698809 -0.362 -2.40 0.021 0.684202 0.08%43
(13) =0.0438120 0.0208095 +0.330 -2.11 0,041 0.630935 0.06890
15) 0.00253197 0.00123339 0.386 2.05 0.046 0.439403 0.06550

ONTRISUTION TO R-SQUARED FOR EACH VARIABLE 1§ THE AMOUNT BY WHICH R-SQUARED WOULD 8¢ uwc:o " !NM' VARIABLE WERE
£D FROM THE REGRESSION EQUATION,

Kodet 2 - All ngﬂblc Subsets Dest 6 Predictor Model

STICS FOR 'S287° sasEY

semasscsasesencencsneneny

€0 MULTIPLE CORRELATION  0.29936

PLE CORRELATION 0.54733

€0 SQUARED WAT, CORR,  0,20183
UAL MEAN SQUARE 0.001053
‘ARD ZRROR OF Q8T. 0.04307% '
TISTIC 3.07
(ATOR DUGREES OF PRECOOM é
{IMATOR DEGRELS OF PREEDOM 43
IFICANCE (TAIL PROS.) 0.0138

CONTRI -

At REGRESSION STANOARD  STAND T AL ToL- BUTION

L1 ] CourfiICiInY GRRON  COEP, SOTAT. 810, ERANCE TO R-8Q
NTERCEPY 0.404160 0.248208 §.343 1.63 0.111
X(2) 0.00469372  0.00134419  0.453  3.44 0,001 0.432848 0.19300
«3) <0,00265043  0.00130277 <0.678 -2.19 0.034 0.160634 0.07799 .
X(%) 0,0103034  0.0060845% -0.307 <1.69 0.098 0.495200 0.04671 Lowest Contribution to R-8Q
X(12) +0.00168170  0,000721680 -0.363 -2.33 0.023 0.672333 0.0834 :
X(13) +0.0408081 0.0203573 -0.349 2,38 0.022 0.677356 0.09216
X(13) 0.00369265  0.00160697 0,363 2.30 0.026 0,271283 0.08602
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SQUARED MULTIPLE CORRELATION
WILTIPLE CORRELATION .
ADJUSTED SQUARED MULT. CORR. 0.19830
RESIOUAL MEAN SQUARE 0.001843

0.29664
0.5446

STANDARD ERROR OF EST, 0.043165
F-STATISTIC 3.02
NUMERATOR DEGREES OF FREEDOM -6
DENOMINATOR DEGREES OF FREEDOM 43
SIGNIFICANCE (TAIL PROB.) 0.0148
VARIABLE REGRESSION STANDARD
NO. . NAME COEFFICIENT ERROR
INTERCEPY 0.756732 0.264225
2 X(2) 0.00364014 0.00121855
$ X(5) . -=0,0119911 0.00589071
6 X(6) © -0,00352246  0.00164422
12 X(12) +0,00158083  0.000714826
13 x¢13) ~0,0522187 0.0208053
15 X(15) . 0.00261129  0.00126449 .
.

SQUARED MULTIPLE CORRELATION 0,26908
MULTIPLE CORRELATION 0.51930
ADJUSTED SQUARED MULT, CORR.
RESIOUAL MEAN SQUARE
STANDARD ERROR OF EST. -
P-STATISTIC .

NUMERATOR DEGREES OF FREEOOM ]
DENOMINATOR DEGREES OF FREEOOM &4
SIGNIFICANCE (TAIL PROS,)

VARTAOLE REGRESSION
NO,  NAME CORPFICIENT

INTERCEPT . 0,294943

2 %(2) 0.00425862  0.00124108
3 X(%) :-.20.0169603  0,005892
9 X(9) 0.00166493  0.000839501
12 X(12) +0,00139223  0.000709751
13 113 +0,0408527 '

STAND .
. COEF.

13.695

0.506
-0.357
-0.436
=0.341

“0.3%
0.398 207

T e Wi

1-
STAT.

2.9

. 22.04

~2.14
2.21
-2.51

CONTR] -
2TAlL ToL- BUTION
$1G.  ERANCE TO R-$Q
0.006

0.005 0.369933 0.14397
0,048 0.530530 0.06778
0.038 0.394513 0.07507
0.032 0.688146 0.08000

,0.016 0.664260 0.10304

045 0.439962 0, wm ,

.« js GONTRYe .

TH T

0
1 0957348 0, ‘9530
0.537929 0.13748
793122 0.06226
0.708118 0.04383
034 0.687627 0.08529

o

Lousst Contribution to R-3Q
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~ Alternatives in Analyzing = .
the Solomon Four Group Design -

%
ltsadore Newman and Carolyn Benz
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. John' bhluio Wiitlams
University of North Dakota ., .. .

Abatruct

This paper dealt with an alternative approach of a Solomon four

group design. Earlier writings of Solomon and others have indicated .
that there should be a more sophisticated approach to the S
statistical analysis of this resesrch design. The suggested
approach presented in this paper allows one to take advantage of
pre-test scores vhen they exist, thereby reducing the error term .
and making the analysis more powerful. I




TR AR bl

Soloméhgll949) first introduced the Four Group Design,

4fcit1n¢ the parédoxioal situation presented by the experimental

¢fodp460ntr61 iroup oomparison strategy in use at that time;
i,e., that comparisons of posttest scores on an experlnentnl

group havinz taken a pretest with one oontrol ‘group whioh has

taken the pretest and a 8

3 i

econd oqntrol‘zroup whloh has not had

e oo fing sl g
were being measured. Solonon,noted giat -ore sophisticated

shoTE LN wa ot

statistical proqqggres,;-uqh as nqmqggpfgtiqn of the analysis of

oovariance...in particular the mathematical nature of...the

wittd :

TS

interaction, term. needs to be investigated" {(p. 146). Thus he

‘suggested what'hn- come to be known as the S8olomon Four Group

. diagrammed below:

R

Cumpbcll nnd Stanley (1963) oite thll design as the first

consideration of external yg&&dltgw(Aggorl,ﬁnnd‘}hat."both the

main effects of téitlﬁkf-ﬂdﬂfbg{tﬁg;kéé}193:6f1£§;t;n¢ ahd X are

determinable" (p. 26)."Thlibci}yf§gﬁ;?fhiJd;ifiarﬁéu become |

frequently used, and often féféréﬁé‘d,”'tt‘ﬁéhfd appear that

there has tended to be more written and discussed on the design




than on the statistical analysis uttlized to answer the queations

that ‘can be refleoted by this desi.n.

, Purpose .

'The purpose here is to demonstrate alternative strategies to
analyzing the four group designk;hat can add to (he questions
re-eqrchgra may wish to investigate. For example, when (only) a
two way analysis of variance is used to analyze Solomon type data
there is much infornatlpn,available that i8 not being:
ltatiltically addressed,

451ternative approaches are herein shown that utilize more of
the 1n(ornagion,and‘-ay be able to reflect questions not .
considered previously. The analyses presented are based upon a
conceptual ”°?k;o9"9;9t°d egylierqbymthe-e;authorlJ‘Newman. Benz
& w1111an|, ;990).,7$olon9n{l,1949,Qtatenent is perhaps even more
releyant'quay; i.e., that the . = . . .

| Control froup design seems to have awajted the development
of statistical concepts which allow for the characterization
of group performances in terms of measures of central
tendency; and, psychologists seem to have been slow to
oombine statistioal sophistiocation with experimental design.

(p. 137)

Perhaps a more "statistioally sophisticated" (in Solomon's terms)
analysis can be suggested that adds to both the utility and the

effectiveness of this research design.
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New-en et el. (1980) earlier eon-idered 2 repeated measures

LR AR L o

delizn while eonductinc t teste aaonl -ubJeots. some of vhom who
had been preteeted and some of uhon who were not pretented. That
research demonstrated an lnorenne 1n power using what was termed

the "independent-dependent sinulteneoun t-test.” While this

preaentation is not concerned with t teeta. oonceptually there is
‘a almllarity wlth the Solomon Four Group Desitn etretegiea.

1nolud1ng writing nodele that refleot the reeeerch quentlon using

,,,.'v' Vit v FINTE

more of the availeble 1nfornntlon then hes typicnlly been done.

:Williane end Neuman (1982) eerlier ooneidered the Solonon Four

[

Group Deelnn to be a three-way nnalynis of varienoe with tuo

empty oelle. ce w*"Hrt‘i LAt ;o e :
It 1- ueeful to eddre-l the date as both a two way nnalylin
“ot verlanoe (experinental/oontrol end pretelted/ ‘not pretested)

and al-o ag a psuedo-analysis of ooyerienee. albeit the covariate

The data in Table 1 is used in

S T !

is missing ‘for two “of ‘the “groups.

.

‘both .analyses. #d¢ il wo)




TABLE 1

Data for Analyzing Solomon Type Data for Two Way
Analysis of Covariance and a Psuedo-Analysis of Covariance

Pre . Y X X

1 2 X X, Xs Xe
5 15 1 0" 0 0 . 1
1 12 1 0 0 0 1 1
5 10 1 0 0 0 1 1
12 17 1 0 .0 0 1 1
6 11 1 0 0 0 1
5 8 0 1 0 0 0 1
4 o 0 1 0 0 0 S |
4 8 0 1 0 0 0 1
6 6 0 1 0 ) -0 1
6 6 o . 1 0 0 .0 1
0 11 0 0 1 0 1 0
0 8 0 0 1 0 1 0
0 10 0 0 1 0 1 ) P
0 9 o 0 1 0 1 0 :
o . . l 2 o . @ 0 % : 1 3 N o & ad l s }"’o
0 9 0 0 0 1 0 0. ;
V] 8 0 V] 0 1 0 0 - i
0 6. 0 0 0 1 0 0 :
0 3 TQ o .- 0 1 0: 0 ;
0 4 0. 0 .01 0 0 H
Where

" Pre = the pretest score if present; 0 if no pretest score;
Y = the posttest soore;
X, = } if a member of the experimenta) group that is
pretested, 0 otherwise;
X; s 1 if a member of the control group that is pretested, 0
otherwise;
XJ s | If a member of the experimental group that is

pretested, 0 otherwise;
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Xk* ml ‘if . a member of the .eontrol - ¢roup that is not

pydlr ol ER T . K3 . Y Mo ¥

preteated. 0 oiherwise;
'Xs ‘1 if a nember of either experimental group;, ©

otheruise. and‘. e

X6-=‘l‘if a member of either pretested zroup. 0 otherwise.

One of the various ways ot aooonplishinz a two way analysis

of variance is to use four linenr nodela.

R ¥~=abo«4 b 1%, 4vb , * bbx3v+ ¢ ;
Y= o + b L* ‘éz:‘.;‘v.:hk ) e .
y i1 IO
Yj-: 0+ b ea.'and :
,Y & bo Xs b Xe ¢ ea.ﬂ W E 0 e

where the b1 are ‘regression ooerfioients and are unique to

i

each equatlon.‘ ‘ l e S ; A

Focu-lnl on the sums of squares. 88l X 150 00 882 = l25 00;
88, : '20,00; and 88, l,)453901 MAllo‘psr,l 224,00 and as" L)
74.00, >'The ‘interaction sum of squares is given by 88l - 83, =

' 180,00 -:148,00 5.6.00, These results can easily be inocorporated

into a summary table; see Table 2. D s C

Bk H R AR w0 Y w i




TABLE 2

Sunnary Table for the Two way Analylll of Varianoe
of Posttest Data in a Solomon Design

Source of Variation daf 88 MS . F
Experimental-Control 1 125.00 126.00 27.03
Pretested-Not Pretested 1 20.00 20.00 4.32
Interaction L. 1 .. 5.00 . 5.00 "1.08
Within . s .16 0 74,007 4,628

The thrult of the Solonon design is foouled on teltint the second
nnd third llsted nourcel of varlution. whether or not a ¢roup was
prete:ted and t.he lnteraotion. Sone‘ -ixht olain that the ‘
interactlon eﬂ’ect nay even ’be the nore 1-pc;rtant teac in a
Solomon dellln. It 1- wortﬁwhile t.o focue on the hypothe.in
teated as the 1nteraotion.‘ Yl"', Y s Y3 - Y‘. A
reparnuetertzatlon ot equation 1 (a full nodel)yil ¢1ven.
LYl b e byl + b te. (s)
then the hypothesis, in terms of the ulroutoﬁ o§efﬂclentl in
equation § is: i
by -byaby-b,orb, sbytby b,
Imposing this restriotion on equation 5 yields:
Y= (by+b,- BX, ¢ byXy ¢ baXy ¢+ b,‘*‘ t ey
YorbaXy ¢ X)) ¢ ba(Xy ¢ X)) ¢+ bylXy= X)) + ey ;
Letting Vl x X 2t xl, V2 = x, + xl and ropnruneterulnl by lettinc
by® 0, ¥ 2 by + bV, + byVy + eg. o ' ‘ (6]‘ 
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The: use of equation 6 yields 886 145 00. 80 that the

S N R

inceractiohAsum of : squnrea would be 88l - SS6 ‘= 150.00 - 145,00

5.00, yielding cho‘same sum of squares as previously found for -

interaction,

Considering a Esuedo-Anangig of Covariance

- One approach to‘oimultoneously using all the data is to use
the pretest as a covariate forﬁthosetindividualn when a pretest

is available. The linear model can be given as
VEbgt b bzx2 + b5x3+ bPPre teg (1

iyt

HWhat are the outcomes of using thls pauedo-analysis of ;
3 4 ey A BN O S BT ',*WW’ (PR E I A 38k /,'ﬁh

oovarianoe’ The pretolt-postteat effect 13 purtially nested in

i

R Goian wmabivor gy AV

the covariute. If 1ntereat la centered on the adJuatéd means,
: il g e FOER BRI e

b H

B R

adJustlnz for covnrlate dlfferences for the ¢roups that are
4 A TS ST )’P EE '“. A g{w ¥ 1" . A

non=- precented zroups oompletely 21 in
alther onae

SEedrghd ¥ Y =
muklnk these oovnrlate udJultmontl. care luut be taken to avold

mechanionlly assuming that th0le who hnvo not beon proteltod have
a pretest score of zero and udJu.t Aooordlnxly (lomo computer
programs in faot mlzht do this), ’Any multiple oomparllon of
interest can bea done in the prolonoo ‘of the covarlate for those
protested, If the interaotion hypothesis is of Interest, 7‘ - 72
L] 73 - 74 which as before, translates to by s by + by = by A

reparameterized full model is given in equation 8:
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Y-bx +bzX +b3X3+b‘)g+bPPro+eso [8)
When the restriction «bl = |.>3 + bz - b,. is ':llr.'wIQd,‘"\ o

Y= by ¢ b = byXy ¢ BXp+ byXy '+ byX, + bpPre + e, or

Y= By (X 4 X)) 4 byl + X)) +by(X - Xy Y bgPre + o).
Letting Vi =X, + X, and 'Vz = x3* + vx'l and "z;}eps"i-n-eyterizﬁm by
letting b, = 0 (all as be:fore) A c

Y = by + bV + bV, + byPre + e, o 19)

The hypothémis for overall e'xper':ii‘lentnl-contr‘ol. dif‘t’erei\lc‘es
is given by Yl + Y3 = Yz + Y,.. 1n terms of the re(relsion ‘
coefﬂoientl. b + by= by + b,‘ or bl“ b, + b,. - b3.‘ ’I-posinz
this reltriotion on’ equation 8 yields Y A Y = (bz + bl - b,)x, + bzxz
+ byXy + bX, + bpPre + ea. or Y= bz(x2 + X))+ by(xy = "1’ v

bk(x‘ 4‘ xl) + bPPre + 081 Lettinz Vl = X2 + Xl and V3 ‘- X3 - xl,

and reparaleterizinz by lettinz b,. o, ¢

Y 2 bg+ byVy+ byVss bebra’s es. 110)

To address t.he -pref.glyeqfngt*preteit‘ec‘:l effeot, the
restriotion, b, + b, s by tb,. . or bysby+b, - b,,
corresponding to ‘ltho ﬁypothouh -l + Yz = YJ + Y‘. can be plaoed
on equatton 8, yloldlnl Y s (bJ + b - byiX, ¢ byX, ¢+ b_‘xs + b,.x‘
+ b,,Pro + eg, and Y b,(xz = Xp) 4 byi(Xg ¢ X)) b‘(x“ + xl) 0

bppl‘. 1 4 .9. 10'}"1“‘ V‘ .xZ - xl. VZ s X: ¢ Xl lnd‘ '!R.‘%.f;ﬂ.:l

reparameterizing by letting b, » 0,

sperra, v s §

It should \bo pointed out that, though this test ocan be»‘

acoomplished for the data at hnnd,‘u more useful ‘test ‘of ‘this *'

hypothesis oould be completed if an: independent covariate or 1

SR sl gaded B e, Bad
.

.1‘
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&
covariates are available. if the preteat 1a uaed as .a covariate,

the pretasting effect is partlally nested 1n .the preteat scores

used as a oovariate. A model for the covariate can alao be given:

&

bPPre teg. o R . (12] e

Y= bo

A aumnary table for this pauedo-analyala of covarianoe can be
rormed'  Bee Table 3. In Table 3 88y = 62 39 fron the use of the
fullxuodel (equation 7) 887 F 161.61,‘ For the interaction.

ss

WINTE&MHIONJsA~ sg (whioh yielda 161 61 — 160 72, or.

For,the experiaental control difference,
‘= 88 S

nxr/coumox.g,,a. 10¢ ssm/comon 16161, 1423 = 87.40,
The preteatlnx eftect la llven by 88 ‘= spll.,ISI 61'

,‘)‘ A [
ary Table fo the Pauedo-AnaIylin

JLSumm {
. Covarlanoe w éh a"Solonon De ign’

%

féo;a;la e

P;céo:t;Néﬁﬁbgt;aézﬂ " :SOH”
Exporlncntal-cadéréi a I 21 o1
Interaotion : 1 ? .22
Within BT I

It should be clear that the luamaéy table for ‘this
psuedo-analysis of covariance is not additive, Finally the . -

adjusted means for the pretested groups can be found:




¥,(adj) = ?1 - b,,(xl - Yr) or o
Yy (adj) = 13 - .65264(1 - 6) or 12 45; for‘
Vz(add)

7 - .55264(5 - 6) or 7. ss.

d u 8

An essential issue for the Solomon Four Group Design is in
regard to the experlngnter'l expectations in choosing the design.
Is the design chosen as a panacea to rid the analysis of unwanted
alternative interp:etations, i.e., doesn’'t this design come with
certain ”warrgntiel?" If 8o, choosing this design (or any other)
is just another -1l-tep in searching for the "holy zrail "
Alternative 1nterpretntions of llterally any data analylls would

seem not only to be a0 tant, but nl:o a weloome constant,

partioulurly to thone who -ubnoribe to Popper 8 view {as cited in
Orltftn. 1988) of loientlstn who actively seek evidence to refute
their pet theories. Our own recommendation regarding data
analysis {including tﬁe 8olomon Four Group Design) is to first
formulate the research process so that the precise questions of
interest gan be answered. Then state hypotheses and linear
models that precisely address those questions. 'Boyond this, also
recognize that a myriad of other issues can distort
Interpretations. In addition to the issues addressed in Campbell
and Stanley (1963) and Cook and C.mp§ell (1979), other concerns
that may have different readings by other diligent investigators
have to be considered, including issues regarding the oriterion

(or oriteria)--do they in faot -Qa-ure what they are claimed to
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measure? Do thpse‘yholdinatree with the uae‘of a particular

P bl

CE e R T A ey

measure of a given conrtruct g_ a !eaau:g of that anggzggg have
. G 4 4

any validity in their arzumenta?\rsimiggg,ﬁgpueg regardlnx‘

experimental groups or definitiona'ofAthegindependent_variablea

qlgofcome lntovplay.

»In a,more‘relatiVistic vein than is our
Practice, there Pprobably are no. finnl aolutions. ‘data and their

1nterpretations would Beem always to be subJeot‘

to reanalysis and
reinterpretation. i
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